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PREFACE

This report describes part of a comprehensive and continuing program of re~
search concerned with advancing the state-of-the-art in remote sensing of the en-
vironment from aircraft and satellites. The research is being carried out for the
National Aeronautics and Space Administration (NASA), Lyndon B. Johnson Space
Center, Houston, Texas, by the Environmental Research Ingtitute of Michigan
(ERIM), formerly the Willow Run Laboratories of The University of Michigan. The
basic objective of this multi-disciplinary program is to develop remote sensing as
a practical tool to provide the planner and decision-maker with extensive informa-

tion quickly and economically.

Timely information obtained by remote sensing can be important to such people
as the farmer, the city planner, the conservationist, and others concerned with prob-
lems such as crop yield and disease, urban land studies and development, water
pollution,and forest management. The scope of our program includes (1) extending
the understanding of basic processes , (2) discovering new applications, develop-
ing advanced remote sensing systems, and improving automatic data processing to
extract information in a useful form, and (3) assisting in data collection, process-

ing,and analysis as well as in data verification via ground truth.

The research described herein was performed under NASA Contract NAS 9-
9784, Task II, and covers the period from 1 February 1973 through 31 October
1973. Dr. Andrew Potter was Technical Monitor. The program was directed by
R. R. Legault, Vice President of ERIM, J. D. Erickson, Principal Investigator
and Head of the Information Systems and Analysis Department, and by
R. F. Nalepka, Head of the Multispectral Analysis Section. The ERIM number
for this report is 190100-23-T.

The authors wish to acknowledge their appreciation to Richard F. Nalepka for
the many valuable suggestions he offered during this study and to Thomas J.
Marshall for his contributions in the preparation of this report.
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SYSTEMATIC MONITORING AND EVALUATION OF M7
SCANNER PERFORMANCE AND DATA QUALITY

1
INTRODUCTION AND SUMMARY

1.1 INTRODUCTION
The purpose of this study is to establish and monitor the performance of the multispectral

scanner operated by ERIM as an aid in the processing of data gathered as part ‘of NASA's Earth
Resources Program. Our goal is not simply to perform radiance calibrations and provide quan-
titative measurements by which users can extract radiance information. Rather, it is to inves-
tigate the temporal variations and overall uncertainties in scanner performance characteristics
in order to meet data processing and interpretation requirements. Those areas potentially most
helpful in improving data processing capabilities are emphasized. Efforts are also being made

to improve radiance calibration techniques {including more efficient data reduction).

1.2 SUMMARY

Many users of remote sensing data gathered by the M7 scanner system are interested in
extending spectral classification and mapping capabilities from one flightline to another, even
when such lines are flown days apart. Such a capability obviously offers tremendous savings
in manpower {including ground truthing teams) as well as in data processing time. In most
cases, however, attempts to recognize objects in one flightline using signatures and decision
rules generated from another line (even with {lightlines only several minutes apart) have

been characterized by significant decreases in the percentages of objects correctly classified.

From the viewpoint of the data proeessor, it would be very helpful to know the magnitude
of the scanner-associated signal variations one might expect during the course of a three- or
four-hour mission. Information on longer-term signal variations covering three or four months
would also be helpful. By knowing all the kinds of signal variations and their characteristics to
be encountered over long periods of time—including scanner, atmospheric, and seasonal changes
—the processor has a better chance of extending object classification capabilities from one

flightline to another.

Toward answering the question of short- and long-term scanner signal variations,one of
the approaches we used was to analyze the so-called "standardization" tests conducted period-
ically in the course of normal data collection over the past year and one-half. These tests were
devised originally to indicate changes in system response. Forty tests, covering the periods

5 May 1972 to 25 January 1973 and 22 June to 12 August 1973, were analyzed with a program
7
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called CALIB.,which was written expressly for the purpose of calculating a set of statistics con-
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cerning the solar reflective reference sources of the M7 scanner. General characteristics of
the M7 scanner are documented in [1]. Some of these statistics, plotted by the computer as
graphs of mean signal voltage versus test date, showed that under normal circumstances, stan-
dard deviations of the mean lamp signal amonnting to not more than 10% could be expected over
several months and that in most cases the figure was less than 5%. A few instances of much
larger changes were noted but these were under unusual circumstances, as we will discuss

later.

Since these standardization tests are planned to serve as continuing indicators of scanner
performance, a system for rapid, computerized data reduction was designed. Once implement-
ed, this system will enable one-day retrieval of desired data on the performance characteristics

as determined in the standardization tests.

Also completed during this study were three other programs designed to help determine the
impact of scanner signal variation and calibration on data processing. One of these programs,
THERML., provides a set of statistics on thermal reference sources as a function of time—much
as the program CALIB. does in the solar reflective. NEATs* for the hot, cold, and ambient
reference plates were calculated and compared as a function of time to qualitatively assess
thermal data performance. In addition, a new technigue for evaluating the accuracy of tempera-
ture calibration was perfected using THERML.output. Also,we made a quantitative analysis of
the frequency content of the thermal channel by using the output of another program called
DGNSTC. The results of this study indicated that a line-by-line dynamic temperature calibra-
tion was necessary to minimize errors resulting from noise. DGNSTC.was also used to deter-
mine the darkest region in the scanner’'s field-of-view and thus permit uniform baseline correc-

tions for all processors of MT data.

The last program, called LAMRAD., was written to automatically calculate MT scanner
radiance calibration constants for each spectral channel. New methods employed in this sub-
routine greatly improved the signal-to-noise ratio of the scanner signals as compared to old
techniques. NEALs* (radiance) were also calculated by LAMRAD,

*Noise Equivalent Temperature Difference, defined later in Section 5.3.

©
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2
M7 SCANNER NOISE CHARACTERISTICS (SOLAR REFLECTIVE REGION)

Noise figures for the M7 multispectral scanner (and, for that matter, any scanner) have much
more value than just indicating system performance. It is true that noise level monitoring does
help indicate overall system performance; put to data processing personnel, noise figures—
especially the frequency content of the noise—can provide enlightening information as to which
noise in the data is of sensor origin, and which results from other physical phenomena. Such
significant discrimination must be achieved if optimal use is to be made of remotely sensed
data. It is questionable at this stage in technique development, especially in data collected
over agricultural areas, as to whether some of the signal variation problems encountered stem
primarily from the scanner or from changes in the scene. In all probability, it is some com-
bination of the two. The remainder of this section is aimed at clagsifying the different types of
noise to be expected from the scanner. The noise is evaluated over different time intervals to
help the data processor analyze specific problem areas, such as apparent effects during one

seanline (high frequency noise) and during signature extensions (low frequency noise}.

9.1 LOW FREQUENCY (LONG-TERM SIGNAL STABILITY)

Low frequency noise, as analyzed in this section, means signal variations in the MT over
a period on the order of days and weeks. During this length of time (days to even months),
some changes in the optics, reference lamp spectral characteristics, and detector response are
to be expected. Qur main concern in observing such signal variations was to determine the
frequency and amplitude of the changes as an indicator of system performance. Of secondary
interest was the possibility that signature extension of data from one flight to the next several

weeks later may be attempted in the near future.

2.1.1 PROGRAM CALIB.
The purpose of program CALIB. is to permit quick data handling and analysis of the stan-

dardization test performed routinely on most data-collection missions {see next section).

This program calculates the following set of statistics:
(a) mean and standard deviation of the dark level {in absolute volts}
(b) mean and standard deviation of the lamp pulse level {in volts relative to dark level)

{c) mean and standard deviation of the middle reselm level in the lamp pulse (in volts

relative to dark level)

(d) mean and standard deviation of the position of the lamp pulse (average of 509 points

in dark-level-corrected lamp pulses)
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(e} mean and standard deviation of the integral of the solar reference pulse (in volt-reselms

relative to the dark level).

All voltages will have been initially adjusted to correct for any gain changes. A table of
all five sets of statistics is printed out, 2s well as a plot of the mean voltage and standard de-
viation of (a), (b), and (c) above versus standardization run number. Since these standardiza-
tion runs occur days or weeks apart, the plots effectively indicate the scanner response versus
time relationship, One of the desgirable features of this plot routine is the capability of storing
previously calculated standardization data on a special tape data base for updating as new data
are gathered. Hence, whenever CALIB. is run on a standardization data set (or sets), output
from that last set{or sets)is plotted along with allpreviously acquired data. An updated history of
scanner response over any desired length of time is available for immediate analysis—subject,
of course, to keeping the standardization tests current. A procedure for achieving rapid data

reduction and thus fast turn-around time for these tests is discussed later.

Other innovative features of the CALIB. program include new methods to caleulate lamp and
sky reference values* A common method in the past was to obtain a histogram of the lamp
pulse over all the scanlines in the data set. The reselm corresponding to the peak lamp voltage
from the histogram was then chosen as the point on the pulse to use on all channels, Unfortun-
ately, when skewing errors are present, a single reselm cannot describe the position of the
pulse peak on all channels simultaneously. Also, if tape jitter is present, the position of the
lamp peak will shift from line to line by nearly the amount of the jitter. For jitter of more than
1 or 2 reselms, z single reselm will not describe exactly the peak lamp voltage. One of the
techniques being used in this program to determine the lamp pulse voltage level is given below
(also see Fig. 1):

{a) first, the maximum (MAX) magnitude of the lamp signal is found (this may, unfortunate-
1y, include noige spikes)
{b) next, the reselms closest to MAX/2 are found (points X and Y defining the 50% points)

{c) then, the middle reselm X 2+ L4 is calculated

{(d) bounds on the area of the lamp plateau used for the level determination are then set on

either side of X ; Y; any odd number of reselms (called TOP) can be used; the plateau

bounds are +(TOP-1)/2; TOP must be an odd number to permit symmetric bounds.
For purposes of our test, TOP was set at 5 reselms (although any reasonable width could have

been used). The default case was also set at 5 reselms.

*A typical scanline is depicted in Section 3.

10
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VOLTAGE

RESELM NUMBER
(Distorted to Nlustrate Technigue)

FIGURE 1. LAMP-PULSE VOLTAGE VERSUS RESELM POSITION
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An advantage of the technique outlined above is that it is independent of any lamp jitter

present in the data. Also, it can reveal the amount of jifter present by calculating the standard
deviation of the middle lamp reselm (X + Y)/2 position. There are several disadvantages, how-
ever. It is subject to possible error resulting from large noise spikes in the flat area of the
pulse. Calculations of the 50¢, points, if based on a noise spike maximum, would be wrong.
Moreover, only a few data points per line (typically five) are available for statistical calenla-
tions. Hence the standard deviation is larger than need be. In addition, both of these disad-
vantages are compounded with the present scheme for determining lamp voltage levels. Such
problems may be overcome, however, by means of a new technique using integration; it is out-
lined below for the sky reference, and will be analyzed in more depth in the section on program
LAMRAD, The advantage of integrating is that many more points per line are available for
statistical averaging. This greatly improves signal-to-noise, and noise spikes do not cause the
problems they do in the present system.

The integration technique mentioned above was initiated primarily because of the geometri-
cal constraints imposed on the present sky reference. The pulse shape from the scanner is tri-
angular instead of nearly square —as the lamp pulse is. Hence, the maximum value of the
signal is defined by at most one or two points; this makes it almost impossible to obtain an accu-
rate measurement. With integration, the value of each and every dark-level-corrected reselm
making up the pulse is summed. The resulting sum is a number proportional to the maximum
or peak value (since the width of the pulse is fixed by the geometry of the sensor). Actually, a
number close to the real maximum value can be obtained simply by dividing the integrated value

by the half-width (or some other representative width).

In practice, the region integrated is much larger than the pulse itself, This allows for pulse
movements by reason of tape or scanner jitter. Bince all the values are dark-level corrected,
any reselms falling outside the pulse but inside the integration region will contribute nothing te
the integral. Note that tape and scanner jitter do affect the integral approach since tape speed
variations cause some fluctuations in pulse width. However, the magnitude of error from jitter
is considerably smaller than those errors associated with current methods of determining lamp
pulse voltages. A complete, detailed description of the program CALIB (including a program
listing) may be found in Appendix A.

2.1.2 STANDARDIZATION RUNS

During the time of this study, 40 standardization data sets, covering three distinct periods
from 5 May 1972 to 25 January 19873, and a fourth from 22 June to 12 Aupust 1973 were digitized
and the data analyzed by the program CALIB. No data were digitized from 26 January through
21 June because of limited time and funds.

12
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These standardization data sets were digitized so we would have a basis for comparing
scanner response from one mission to the next. To achieve this, we adopted a standardized
procedure for recording reference lamp voltage approximately once every mission. The pro-
cedure uses a fixed lamp current setting and fixed amplifier gaing. Assuming no amplifier
gain changes and no spectral or irradiance changes in the reference lamp {reasonable assump-
tions over several months) , a shift in lamp veltage must indicate a change in overall system
response. These changes, then, are basically the quantities being analyzed by the program
CALIB.

As it turned out, fixed amplifier gains were not maintained over the time periods of interest.
Changes in some system components required that different gains be used. For this reason,
the gains were compensated for by CALIB. Shown in Fig. 2 are plots of lamp response versus
time for each spectral channel available (except thermal} covering only the first three time
periods mentioned above. The compuier plots shown in Figs. 3(a - n) give a more detailed look
at response for each channel. The overall time frame spanned in these detailed plots includes
these three time perieds plus a fourth which covers the most recent months of scanner operation.
It should be noted that these response values are plotted against mission number. The date of
each mission is indicated in Table 1. As mentioned, the data covers four main periods of

scanner operation.

The first period covers the months of May and June 1972 which were bracketed between major
gcanner maintenance during the winter and performance tests the following July. As canbe seen
from the plots, absolute system response does vary somewhat during this period, although the
standard deviation of the mean response goes from a maximum of 10% in channel C10 {0.46-
0.49 m) to only 3% in C6 {0.55~0.60 um). It should be noted, however, that even though the
overall response may have varied as much as 109 over a two-month interval, the variations
observed over one-day intervals {by two missions flown on the same day or, at most, on the
next day) showed variations typically on the order of 29 or less. Hence, evidence from past

data indicates a high degree of short-term (and here we mean one day or less) stability,

Note from Fig. 2 that somedegree of total spectiral response shifts is indicated by the
graph. For instance, all chamels except C10 show a decrease in response between 4 May 1972
and 5 May 1972; likewise, a decrease between 11 May and 12 May 1972 is noted for most of
the channels. It is obvious, however, that not all channels change in the same direction all the
time. A major exception is channel C8, which had a PM tube replaced midway during this
pertod—the change there is obvious.

The second period covered by this data set occurs during the months of July and August,
1973, at a time when the scanner was undergoing a series of bench performance checks. We

discovered in these checks that the lamp housing containing the secondary radiance standard
13
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TABLE 1. MISSION NUMBERS AND DATES

Mission Mission
Number Date Number Date
1 4 May 72 21 5 September 72
2 5 May 72 22 14 September 72
3 11 May 72 23 30 September 72
4 11 May 72 24 1 October 72
5 12 May "2 25 17 Qctober 72
6 12 May 72 26 16 November 72
7 19 May 72 27 17 November T2
8 not available 28 2 January T3
9 25 May 72 29 10 January 73
10 25 May 72 30 12 January 73
11 5 June 72 31 25 January 73
12 6 June 72 48 22 June 73
13 23 July 72 49 25 June 73
14 24 July 72 50 3 July 73
15 18 August 72 51 5 July 73
16 25 August 72 52 6 July 73
17 28 August 72 53 7 July 73
18 29 August T2 54 4 August 73
19 29 August 72 55 5 August 73
20 30 August 72 56 10 August 73
a7 12 August 73

30



Z FORMERLY WILLOW RUN LABCRATORIES. THE UNIVERSITY OF MICHIGAN

(quartz-iodine lamp) was subject to jarring and subsequent movement during scanner installa-
tion. This fact is obvious from the graphs; not only does the magnitude of signal change, but

also the changes in overall system response correlate almost 1009, between channels,

An effort was then made to prevent the lamp housing from being again inadvertently jarred.
Subsequently, we decreased both the frequency of scanner installation and removal. This brings
us into a third period covering the months of September 1872 through January 1973. Here the
overall variation in system response is better than that observed in May and June, and the high
correlation in changes between channels is evident. It is apparent from this signal correlation
that the variations noted are primarily due to response changes such as dust collecting on the
seanner mirror or secondary mirrors and lens. This also explains why the shori-time response

(one day or less) is usually much more stable than the long-time responge.

Because alack of time prevented processing all thedata, a period of five months was skipped
to permit the data from the most recent mission to be compared to data acquired earlier.
During April 1973 the lamp housing was modified substantially to permit better viewing by the
scanner mirror; also,a 45-watt bulb was installed in place of the original 100-watt bulb.
Because of the spectral differences in the gmaller lamp, some change in absolute magnitude
of the signals is to be expected. In general, the variations in lamp voltages are similar to those
observed with the 100-watt bulb. Except for channel C10which,for some unkrown reason, in-
dicated excessive variation, scanner sighals over a two-month span were stable to within an

average of 109,. Day-to-day stability tends to be typically better than 27,

2.1.3 ESTABLISHMENT OF PROCEDURE FOR WEEKLY MONITORING

To facilitate a quick computer turn-around of this CALIB, output for the standardization
tests, a system was initiated for analog-to-digital conversion of the data and operation of the
CALIB.program on the data, CALIB. channel equivalents appear in Table 2. The idea was to
minimize the time and cost of constructing the stability history of the M7 scanner. Forms
were designed which, when properly filled cut,will allow for complete data reduction. Table 3
represents the two forms that, when filled in, will permit complete automatic data processing
by the program CALIB. Since the standardization tapes are digitized in a set procedure, no
operator intuition is required. Directions for filling out the forms are detailed in Table 4. A

sample form,filled out with comments explaining what was done, is shown in Table 5.

2.2 INTERMEDIATE FREQUENCY SCANNER SIGNAL NOISE (MINUTES TO HOURS)

2.2.1 PROGRAM DGNSTC.
The purpose of this program is to perform a more detailed analysis of possible noise prob'-

lems with the M7 scanner system—specifically, higher frequency problems. To facilitate this,
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TABLE 2. S-CHANNEL EQUIVALENTS FOR PROGRAM CALIB.

*

AX Detector S-Channel
M Notation (for "CALIB.")
0.41 - 0.48 C12 16
0.46 - 0.49 Cc10 15
0.48 - 0.52 c9 14
0.50 - 0.54 Cc8 13
0.52 - 0.67 Cc1 12
0.55 - 0.60 Ce 11
0.58 - 0.64 Ch 10
0.62 - 0.70 C4 9
0.67 - 0.94 Cc2 8
1.0-1.4 D3 i
1.5-1.8 D2 6
20-28 D1 5
1.0-1.4 B3 4
2.0-26 B2 3
0.33 - 0.38 El 2
0.1 - 0.73 F1 1

*Note: These wavelengths are currently valid for the given
detector notation. In general, however, care must be taken in
associating a particular band with a detector notation.
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TABLE 4. DIRECTIONS FOR COMPLETING DATA FORMS FOR PROGRAM CALIB,

Card 1: Supply only if beginning a second or following file set {See last instruction}
Card 2: Supply FILMAX (see Table 5)

Card 3: Supply INBIN, UNIT, FILE, NSA (see Table §5)

Card 4. Supply F DATE, MISSION #, {see Table 5}

Card 5: Supply COMMENT or TITLE (see Table 5)

Card 6-18: Fill out
(1) Multiplex channel => (MPXMUZX, order of channels on digital tape, usually
consecutively numbered 1-X)
{2) SCHAN => see chart #1
(3) AIRCHAN => Match previously numbered MPXMUX to original channels
(’tape channels')
Fill out as many of the 18 channel blanks as needed,then cross out

remaining blanks!

Card 19: Supply as in line 3 above (only FILE & NSA, see Table 5)
Card 20: Supply new FILE and NSA # (Table 5)

Card 21: Supply FILE DATE and MISSION # {(Table 5)
Card 22: COMMENT (Table 5)
Card 23-35: Fill out as in 6-18 above

Card 36: Fill out as in 19 above

At thig point repeat 19-36 above as needed to cover all files to be entered (flights).
After last file (last line 19 completed) has been entered —proceed

Last Card: MODE 1 = $FINAL$ * (Enter as shown)

For new file, set start at CARD #1 and supply MODE information as indicated.
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TABLE 5. COMPLETED SAMPLE DATA FORM

Card 1
MODE(1) = $5TART$ (Not used in this sample because there is only one file
*( ASTERISK) set.) Asterisk signifies End of Instruction; it is used
after last entry on card.
Card 2 .
CHANNL =13 Maximum numhber of channels to be analyzed in any one
DEFAULT =13 file. (May process [ewer than maximum)
1 = CHANNL =13
FILMAX =8 Maximum number of files to be processed. FILMAX =1
DEFAULT =1 {1 file/flight) B
(Plot drops files entered out of sequence. Ex: 1, 2, 4, 8,
10, 7. 7 is dropped.)
LAMTPP =5 Number of data points at top of lamp pulse to be used in
DEFAULT =5 calculations
0 = LAMTQP = LAMPE - LAMPB + 1
see card 4
(f LAMT@P < 5, lamp bounds LAMPE AND LAMPB
must be narrowed.)
TAPE = $NEWS - $NEWS$ = No tape data exists. Present data are used as
DEFAULT = §0OLD$ base and put on tape TBASE 1,
$0OLD$ = Tape base exists (by DEFAULT = 799), and is
merged with processed data {data base compilation at
799).
$PRINT$H = Recall of precompiled data from last
MISS@NX. MISSON must be specified. Only 3 statements
needed:
PRINT = $PRINTS
MISS@N = X
MODE = $FINALS$
MISSPN =12 Only for a preceding instruction of $ PRINTS.
DEFAULT =0 Number of mission up to which the accumulated data is
plotted and tabulated (including above-specified mission
data).
TBASE 1 =799 Used for a preceding instruction of §NEW$ (BIN number
DEFAULT = 799 of tape).
TBASE 2 = 800 BIN number of tape from another data base
DEFAULT = 800
*(ASTERISK) End of Instruction
Card 3
INBIN =777 BIN number of input tape to be mounted
DEFAULT = -1 {never = 0); if = -1, no mounis.
UNIT =4 Logical unit number of tape drive on which input tape is
DEFAULT = NONE mounted {only 2, 3, 4, 8, 9)
FILE =1 File on input tape to be processed; if < 1, no positioning.
DEFAULT = 0
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TABLE 5. COMPLETED SAMPLE DATA FORM (Continued}

NSA =1
=225
=1
=1
=358
=1

DEFAULT = 0

*(ASTERISK)

Card 4

FDATE (1)= 05, 25, 73
DEFAULT = 00, 00, 00

MISSON =12
DEFAULT =0

LAMPB =10
DEFAULT = 10

LAMPE =60
DEFAULT = 60

DARKEB =185
DEFAULT = 185
DARKE = 225

DEFAULT = 225

SOLARB = 310
DEFAULT = 310

SALARE = 355
DEFAULT = 355
Card &

COMMNT (1) = $59,
BLACK HILLS, 0745, $

*(ASTERISK)

Card 6
MPXMUX =1

SCHAN =8

Starting line number
Ending line number
Line number increment
Starting point number
Ending point number
Point number increment

End of Instruction

Date of flight associated with file

3 variables — FDATE (1) -mo -0 = (1) =12
FDATE (2) -dy - 0 =(2) =31
FDATE {3) - yr -0 =(3) =99

Number of mission associated with file being
entered. MISSON =0

Number of reselm denoting beginning of lamp
pulse (Note: DEFAULT)
LAMPB = NA (gee "NSA," card number 3)

Number of reselm denoting the end of lamp pulse
(Note: DEFAULT)
LAMPE = NB (see ''NSA," card number 3)

Number of reselm denoting the beginning of dark
signal {Note: DEFAULT)
DARKRB = NA

Number of reselm denoting the end of dark signal
(Note; DEFAULT)
DARKE = NB

Number of reselm denoting the beginning of solar
signal {(Note: DEFAULT)
SOLARB =NA

Number of reselm denoting the end of the solar
signal (Note: DEFAULT)
SOLARE = NB

Any 48-character comment
to be printed as given between § signs

End of Instruction. {Includes cards 4 & 5.)

Number of multiplexer channel
1=z MPXMUX = 13

Number of spectral channel MPXMUX represents
(See chart)

0 = SCHAN = 16; if = 0, MPXMUX is ignored in processing.
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AIRCHN =8
*(ASTERISK)
Card 7
MPXMUX =2
SCHAN =9
AIRCHN =13
*(ASTERISK)
Card 8
MPXMUX =3
SCHAN =10
AIRCHN =6
*(ASTERISK)
Card 9
MPXMUX =4
SCHAN =11
ATRCHN =5
*{ASTERISK)
Card 10
MPXMUX =5
SCHAN =12
AIRCHN =4
*(ASTERISK)
Card 11
MPXMUX =6
SCHAN =13
AIRCHN =3
*(ASTERISK)
Card 12
MPXMUX =7
SCHAN =15
AIRCHN =2
*(ASTERISK)
Card 13
MPXMUX =8
SCHAN =16
AIRCHN =1
*(ASTERISK)
Cards 14-18
Card 19
File = 1

NSA =1, 225, 1, 1, 358, 1

FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSTY OF MIiCHIGAN

TABLE 5. COMPLETED SAMPLE DATA FORM (Concluded)

Number of aircraft channel that MPXMUX represents

End of Instruction

End of Instruction

End of Instruction

End of Instruction

End of Instruction

End of Instruction

End of Instruction

End of Instruction

For this example, MPXMUX cards 14 through 18 were

not needed.

NSA is same as card 3.

*(ASTERISK) End of Instruection
Last Card
T NOTE: When a "'Data Set" is closed (file set started with FILMAX card and
MODE (1) = $ F[NAL$ 1- Close files. finished with MODE1 = $FINAL$), further program operation requires all cards

and steps to be repeated.

For a series of files within a data set, you only need the following:
(1) FILE, NSA
{2) FDATE, MISS@gN
[3) COMMNT
(4) MPXMUX, SCHAN, ATRCHN
LAST, PILE, NSA
Repeat
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the program has been made as general as possible and designed for rapid execution. It provides
a technique to measure the effect of varying scan rate or tape recorder speed on digitized data.
Although the statistics do not point to the cause of the apparent speed change, they do show that

a change has occurred in the system and how drastic it might be.

The user is also able to determine the mean and standard deviation (1) of the signal level
within any specified area, and (2) of the signal level of another area relative to the first. For
example, when used with the lamp reference source, the user can meagure changes in lamp ra-
diance relative to a dark area within the scanner. In addition, plots of both these means and
standard deviations versus scanline number may be obtained. With these plots,‘the user will be
able to observe the detailed quality of changes in the signal level of an area in the gcanline along

the flight path. For instance, the user could lock for cyclical fluctuations in an ambient area.

A measure of speed changes in the gystem is accomplished by analyzing some fixed-position
signal in the scanline such as the lamp reference pulse. The mean position of the middle of the
lamp pulse is measured relative to the beginning sync pulse for each scanline. The standard

deviation from this mean shows how much jitter there is in the digitized image of the lamp pulse.

Differing only in ocutput detail, the other two facilities of the program do virtually the gsame
thing. One feature simply determines the mean and standard deviation of the signal level {either
absolute or relative to another area) in a specified area of the scanline over the entire data set,
The other feature calculates the mean and standard deviation of the signal level (either absolute
or relative to another area) in a gpecified area of each scanline. Plots are made of these sta-
tistics versus the scanline number from which they were calculated. Appendix B includes a

complete description of the program DGNSTC.

2.2.2 EVALUATION OF DATA SET

Measurements were made on M7 scanner data to determine, quantitatively, the intermediate
frequency noise {or drift) that one might encounter in processing multispectral scanner data
over short periods of time., The particular data set chosen for this study was obtained over
Eaton County, Michigan, on 25 August 1972, as part of the ERTS underflight program. This
mission was chosen specifically becauge it satisfied two requirements: (1) it had been obtained
recently enough to qualify the scanner configuration and performance as being typical of the pre-
gent system; and {2} it contained several long (12-minute) data passes encompagsing a total
period of approximately one hour—this enabled us to obtain a near-continuous measurement of

the short-term drift over a manageable time period.

A total of five passes covering one hour and twelve minutes (see Table 6) were analyzed by

DGNSTC. Since five full 12-minute data runs would require a prohibitive amount of processing,
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TABLE 6. LOG OF EATON COUNTY, MICHIGAN, FLIGHTLINES

Ajrcraft
GMT GMT Altitude Heading
Line Date Start Stop (1000 ft) (deg)
1 25 August 712 16:20:30 16:30:00 5 360
2 25 August 72 16:41:00 16:51:00 5 180
3 25 August 72 16:54:30 17:06:00 5 360
4 25 August 72 17:09:00 17:18:30 5 180
5 25 August 72 17:22:00 17:37:30 ] 360
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five segments of data (equally spaced from beginning to end) were digitized for each run. Each
segment required 15 seconds of actual data collection time out of the original 12-minute run.
Cnly a region of the dark level (base line) and the lamp was observed. Qutput from the program
DGNSTC. was obtained on this data; the results are summarized in Tables 7,8, and 9

(r» = 0,41-0.48, 0.55-0.60, and 2.0-2.6 um, respectively).

Cnlythree spectralchannels were analyzed since a considerable amount of computer time was
still required for processing each channel. It should be noted here that the data were averaged
(smoothed) over four lines before processing; hence, the noise figures (expressed as 2 standard
deviation) listed in the tables do not represent the values on the oi‘iginal analog tape. It can be
shown that smoothing n-lines has the effect of decreasing the noise by ¥n. Therefore, the actual
noise values on tape are twice those indicated in the tables (smoothing over four lines). The
values were left unchanged, though, because much of the computer processing being done uses
the concept of smocthing to reduce noise. Hence, these values are directly related to current

techniques.

The mean value shown in Tables 7, 8, and 9 for the dark level and lamp pulse are the aver-
ages of the means obtained from the region of interest in each line. The standard deviations are
the deviations of the mean of each line about the average mean for the whole segment. For the
dark level, the region digitized was midway between the reference lamp pulse and the sky refer-
ence pulse {see Fig. 4). As the tables indicate, in the solar-reflective region the value of the
dark level per line {(averaged over 25 points) deviates only 0.1% from the mean dark level value
for the whole 72-minute data set. In the near-IR region where the dark level ig adjusted man-
ually before each run via dc-offset pots, the deviation is a remarkably small 0.3%. Note that the

deviation over the whole 72-minute set is no larger than that for the 12-minute runs,

The values shown for the reference lamp were calculated in a similar manner. The region
used for averaging the lamp signal was 15 points wide and covered dark levels on both sides of
the pulse. The average value obtained for the lamp is analogous to integration of the pulse and
not to the peak value. Standard deviations of the lamp pulse varied from 2.39% of the mean in

the blue chamnel (noisiest channel) to 1.3% in the near-IR,

In general, then, when smoothing four lines and averaging 15-25 points per line, the stan-
dard deviation of a signal from line-to-line {assuming a constant input} will generally not ex-
ceed 2.5%, (worst case) of the mean value over all lines collected in a period of time as long as
one hour and twelve minutes, Of course, in many cases, smoothing between lines and averaging
in a line is not possible. For this instance, statistical theory leads us to a standard deviation
that will be V& x V15 larger than that obtained when smoothing over four lines and averaging
over 15 pointg per line. Hence, the standard deviation from line to line with no averaging of any

kind would be as follows:
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TABLE 7. MEANS AND STANDARD DEVIATIONS OF
DARK LEVEL AND LAMP FOR FIVE DATA SETS
OVER EATQON COUNTY. A =0.41-0.48 um

Dark Level Lamp

Line No. Segment No. x o x o
1 1 140.18 0.16 13.45 0.22
2 140.05 0.15 13.30 0.20
3 140.07 0.16 13.34 0.20
4 140.40 0.22  13.3% 0.50
5 140.32 0.21  13.47 D.48
AVE 140.20 0.18 13.38 0.34
2 1 139.29 0.19 13.52 0.37
2 139.50 0.21 13.28 0.55
3 139.63 0.20 13.16 0.50
4 139.80 0.19 13.10 0.33
5 139.83 0.18 13.15 0.25
AVE 129.61 0.19 13.24 0.41
3 1 140.82 0.18 13.15 0.28
2 140.86 0.18 13.18 0.26
3 140.90 0.16 13.21 0.25
4 140.87 0.17 13.11 0.23
5 140.91 0.15 13.15 0.21
AVE 130.87 0.17 1318 0.25
4 1 140.91 0.16 13.15 0.22
2 140,92 0.17 13.15 0.23
3 140.90 0.14 13.14 0.17
4 145.02 0.15 13.34 0.21
5 145,03 0.14 13.64 0.18
AVE 142.56 0.15 13.28 0.20
5 1 145.21 0.17 13.46 0.32
2 145.186 0.19 13.35 0.29
3 145.17 0.19 13.40 0.29
4 145.21 0.18  13.37 0,34
5 145.22 0.18 13.36 0.34
AVE 145.19 0.18 13.39 0.32
Mean Total 141.69 0.18  13.29 0.31

Percent Deviation 0.19; 2.3%
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TABLE 8. MEANS AND STANDARD DEVIATIONS OF
DARK LEVEL AND LAMP FOR FIVE DATA SETS
OVER EATON COUNTY. & = 0.55-0.60 ym

Dark Level Lamp

Line No, Segment No. X a x a
1 1 144.05 0.15 37.01 0.19
2 143.90 0.15 36.74  0.23
3 143.91 0.15 36.73 0.21
4 143.92  0.18 36.82 0.25
5 143.95 0.18 36.82 0,25
AVE 143.95 0.16 36.82  0.23
2 1 144,05 0.15 36.74  0.20
2 144,09 0.16 36.77  0.23
3 144.07 0.16 36.63 0.20
4 144.04 0.15 36.50  0.20
5 144.01 0.15 36.61  0.21
AVE 144.05 0.15 36.656 0.21
3 1 143.93 0.15 36.67  0.20
2 143.91 0.15 36.58 0,21

3 143.91 0.16 36.54 0.25
4 143.86 0,153 36.60  0.26
5 143.87 0.15 36.656  0.27

AVE 143,90 0.13 36.61 0.24

4 1 143.93 0.14 36.82 0.2
2 143.88  0.18 36.43  0.25

3 143.83 0.15 36.36 0.25

4 143.89 0.16 36.49 0.44

5 143.90  0.14 36.77  0.29

AVE 143.89 0.15 36.53  0.31
5 1 144,02 0,13 36.77  0.22
2 143.97 0.14 38.43  0.22
3 143.97 0.14 36.53 0.22
4 144,01 0.14 36.62  0.22
5 144.05 0.1 36.76  0.26
AVE 144.00 0.14 36.62 0.23
Mean Total 143.96  0.15 36.65  0.24

Percent Deviation 0.1% 0.79, -
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TABLE 9. MEANS AND STANDARD DEVIATIONS OF
DARK LEVEL AND LAMP FOR FIVE DATA SETS
OVER EATON COUNTY. » =2.0-2.6 um

Dark Level Lamp

Line No. Segment No. X o X o

1 1 160.24 0.42 47.88  0.65

2 159.00 0.40 47.60  0.57

3 159.74 0.39 47.46 0.61

4 159.15 0.39 47.55 0.58

5 160.48 0.40 47.03 0.91

AVE 159.72 0.40 47,51 0.66

2 1 163.13 0.43 47.28 0.58

2 163.53 0.40 47.37 0.61

3 163.43 0D.46  47.22 Q.57

4 163.77 0.35 47.07 0.52

5 164.55 0.35 47.16 0.59

AVE 163.68 0.40 47.22  0.57

3 1 163.87 0.35 47.18  0.53

2 163.29 0.37 47.16  0.54

3 163.64 0.32 47.17 0.80

4 162.75 0.37 47.26 0.54

5 161.93 0.34 47,21 0.45

AVE 163.10 0.35 47.20 0.53

4 1 162,79 0.44 47.17 0.59

2 163.62 0.35 47.03  0.67

3 163.93 0.38 47.16  0.57

4 165.28 0.47 47,00 0.63

5 165.19 0.37 47.28 0.52

AVE 164.16 0.40 47,13 0.60

5 1 164.81 0.53 47.15 0.66

2 164.28 0.61 47.08 0.83

3 163.51 0.62 47,02 0.86

4 163.07 0.37 47,00 0.55

5 162.92 0.38 47.13  0.60

AVE 163.72 0.49 47.08 0.87

Mean Total 162.88 0.41 47,23  0.51
Percent Deviation 0,39, 1.3¢
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no average = V& x V15 % 2.3¢% (A = 0.41-0.48 um)

= 17.89, {(worst case)

This would be the variation, line-to-line, about the mean value over all lines expected in a
scanner signal obtained from a single resolution element over a data run 12 to 72 minutes in

length.

2.3 HIGH FREQUENCY NOISE CHARACTERISTICS {(SECONDS-TO-MINUTES)

Thus far, noise measurements have been made on M7 scanner data to detérmine the signal
variation to be expected over months, days, and hours. This kind of information is valuable in
terms of analyzing signature extension capabilities over various time periods. Another aspect
to the noise problem is the higher frequency noise that occurs within a single scanline. Knowl-
edge of this noise (which is akin to NEAL) would permit the data processor, for example, to
evaluate the potential for resolving the spectra of two similar objects. But, before discussing
the actual measurement of this noise, several prefatory comments should be made about the

M7 system in general.

As in the thermal channel (discussed later), the noise observed in solar-reflective channels
is almost always tape-recorder-limited; that is, the dynamic range of the tape recorder {Mincom
PC-500) is almost always less than the dynamic range of signais encountered in viewing the
terrain (including detector and amplifier noise). This recorder dynamic range is 39.5 dB,
peak-to-peak, which results in a maximum signal-to-noise ratio {8/N) of 89:1. This agsumes
that the entire range of the recorder is being used and that the signal is indeed tape-recorder-
limited {true most of the time). The one possible exception occurs when the highest gains are
used over low refiecting objects such as water or during low sun-angle sitvations. In this case,

detector or preamplifier noise becomes the limiting factor,

With this maximum signal-to-noise ratio in mind, data were analyzed over Run 1 of the
same mission discussed in Section 2.2. The average dark level values (in bins) over 195 lines
and 25 pts/line for each of the five segments are recorded in Table 10. Also tabulated is the

average standard deviation per line ((‘_’line) for each of the segments and their deviations (Gﬁ)'

The same wavelengths discussed earlier were also studied here. The most important thing
to note from these data is that in the solar-reflective region the noise in a single scanline (denoted
by @

line) 1S indeed equal to the tape recorder limit,

To see this, one must be aware that in digitizing the data the maximum number of bins
available to cover the full dynamic range of the recorder is 512, Since the average dark level

(0.41-0.48 um) is at 140,20, the number of bins available to the recorder for a maximum signal
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TABLE 10. DARK LEVEL MEANS AND STANDARD DEVIATIONS
FOR ONE SEGMENT OF DATA OVER EATON CQUNTY

Dark Level
X Run No.  Segment No. *Line  “rine ‘g
0.41-0.48 pm 1 1 140.18 0.39 0.12
2 140.05 0.35 0.14
3 140.0% 0.39 0.11
4 140.40 (.46 0.08
5 140.32  0.45 0,09
AVE 140,20 0.41 0.11
0.55-0.60 pm 1 1 144.05 0.38 0.13
2 143.90 0.38 0.12
3 143.91 0.40 0.13
4 143.92 0.40 g.11
5 143.95  0.39  0.13
AVE 143.95 0.39 0.12
2.0-2.6 ym 1 1 160.24 1.43 0.43
' 2 159,00 1.36 0.32
3 159.74 1.37 0.34
4 159.15 1.37 0.32
5 160.48 136  0.46
AVE 159.72 1.38 0.38
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input is 512 - 140,20 = 371.80. Hence, the corresponding signal-to-noise ratio is907.8:1
{371.8 =~ 0.41). In obtaining the data, however, 100 points were averaged to arrive at the fig-
ures shown in Table 10. Therefore, the noise in each line (with no averaging) is actually V100
higher than indicated. This reduces the 5/N to 90.8:1, The corresponding values for the other

two channels are as follows:
for A = 0.55-0.60 um, S/N = 94.4
A=2.0-26pum, 8/N=255

The near infrared channel does not appear to be tape-recorder -limited, although the cause of

the noise is at this time unknown.
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DARK-LEVEL D%TERMINATION
One of the more seemingly insignificant decisions made by processors of multispectral
data is the choice of a baseline region for dark-level correction. There are several regions
of darkness viewed by the rotating scan mirror in one 360° swing, and in the past it has been
more or less an arbitrary choice by the processor as to which region to use. One of the
goals of the study was to determine if all these baseline regions were indeed equally dark

and, if not, what region was optimal.

Data were examined from a flight flown on 20 March 1973, at 15:30 GMT, over Washtenaw
County specifically to locate an optimal dark level region. Only five spectral channels were
digitized so that maximum spatial resolution could be obtained. The entire scanline was not
digitized because of gate limitations on the analog-to-digital equipment; nearly 1000 sample
points out of a possible 1333 (at 4.7 mr/sample and 80K samples/sec) were obtained. The
300 and some points not digitized are located in the region between the sky reference and the
fixed sync (see Fig. 6). Included in this area are the hot plate and UV reference lamp. It is
possible that this area contains a region of even darker base line than that determined from
the remainder of the data; since the present system cannot digitize data in this area, however,

it will be neglected here,

Shown in Figure § is a plot of signal (in bins) versus reselm location for a single scanner
line, The discrete level fluctuations in the data are the results of quantization into bins of
voltage levels on the analog tape during the analog-to-digital conversion process. Each bin
iz equal to 0.01953 volt. Tables 11 and 12 contain the tabulated results of a statistical
analysis performed on nine regions of the base line data (see Fig. 6). Table 11 shows the
mean (in bins) and standard deviation for all five channels and one scanline, Table 12 gives
the same figures averaged over 100 scanlines. As the tables show, the best region for dark
level correction is the area just before the beginning of the video (Region I). In terms of
physical location inside the scanner housing, thig region corresponds to a blackened area 80°
from nadir. Unfortunately, under severe aircraft roll conditions, the roll-corrected sync

pulse can move into this region. During turbulent weather, then, Region I should not be used.

However, an alternative is to use Regions VIII or 1X, which have values very near to that
of Region [. These areas are part of one broad region located between the reference lamp and
the sky reference. The bléckened cold-plate thermal reference is included in this area. The
pulse located at reselm number 715 is an SCR noise spike which comes from a solid state
DC-to-AC inverter used to supply 110 V, 60 Hz to the equipment. This noise spike will al -

ways be found somewhere in the data (at least for the present), although efforts are being
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TABLE 11. SUMMARY OF DARK LEVEL AVERAGE VALUES FOR DIFFERENT SPATIAL AND SPECTRAL REGIONS IN A
SINGLE SCAN PERIOD. Average values are in bins (1 bin = 0.01953 V). Numbers in parentheses are normalized values.

T

2s

A=0.41-0.48 pm

A= 0.50-0.54 pm

A =058-0.64 um

A = 0.67-0.94 pm

A=10-1.4um

REGION  LOCATION x o x o X o X o X o

(0.41-0.48) {0.50-0.54) {0.58-0.64) {0.67-0.94) (1.0-1.4)

| 1-58 153.31 0.50 150.81 0.66 149.05 0.47 149,17 0.53 154.80 1.22
(1.000) (1.000) (1.000) (1.000) (1.000)

II 530-570 154,83 0.49 152.3% 0.53 150.80 0.40 155.17 0.49 156.54 0.50
(1.010) (1.010) (1.012) (1.040) . (1.013)

I 600-620 154.43 0.49 151.86 0.47 150.52 0.50 154.29 0.45 155.24 0.43
(1.007) (1.007) (1.010) (1.034) (1.004)

v 640-660 153.95 0.49 151.6% 0.56 150.00 1] 153.28 0.45 155.24 0.43
(1.004) (1.008) (1.0086) (1.028) (1.004)

Y 680-700 153.81 0.39 151.33 0.47 149.95 0.21 152.57 0.49 15%.05 0.21
(1.003) (1.003) (1.008) (1.023) (1.003)

VI 600-700 154.01 0.52 151.60 0.55 150.16 .39 153.35 0.77 155.22 0.44
(1.005) (1.005) (1.007) (1.028) {1.004)

Vil 725-750 153.56 0.57 151.22 0.42 149.70 0.46 150.44 0.50 154.59 0.49
(1.002) (1.003) (1.004) (1.009) (1.000)

VIII 800-825 153.38 0.49 151.08 0.47 149.58 0.49 150,00 0.28 154.42 0.49
(1.000) (1.002} (1.004) (1.006) (1.000)

IX 875-800 153.42 0.49 150.92 0.47 149.29 0.45 149.73 0.52 154.19 0.39
(1.001) {1.001) {1.002) (1.004) (0.997)
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REGION

A =0.41-0.48 pm

X

A =050-0.54 pm

Average values are in bins (1 bin = 0.01953 V).

A =0.58-0.64 pm

A = 0.67-0,94 um

TABLE 12. SUMMARY OF DARK LEVEL AVERAGE VALUES FOR DIFFERENT SPATIAL AND SPECTRAL REGIONS
AVERAGED OVER 100 SCANLINES.

A =1.0-1.4 pm

g X a b o X o X o
(0.41-0.48) {0.50-0.54) (0.58-0.64) (0.67-0.94) {1.0-1.4)

I 152.47 0.62 150,01 0.56 148.36 0.38 149,07 0.43 153.77 1.06

II 153.61 0.53 151.18 0.49 149.71 0.33 154.23 0.40 155.30 0.43

VI 152.58 0.54 150.13 0.48 148.60 0.34 149,60 0.33 153.54 0.39

X 152.50 0.55 150.06 0.48 148.52 0.34 149.44 0.36 153.68 0.39
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made to move it to an area of insignificance, For this reason, a standard region to use for

dark level correcting is the one between regions VIII and IX which corresponds to the posi-

tion of the cold plate. Since the SCR noise spike is always kept out of the hot and cold plate
‘regions, there need be no worry about this pulse affecting the dark level value. From the
standpoint of time, this dark level region occurs 1.326 msec before the sky reference. Any
width up to approximately 30 reselms (4.7 mr/sample) can be used. It is expected that all data

digitized in the future will use this region for dark level correction.
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4
M7 RADIANCE CALIBRATION

4,1 RADIANCE CALIBRATION

Eleven radiance calibration tapes have been generated since the M7 scanner was first
put into service in June 1971, Their dates are listed in Table 13. Until now, only a portion
of these had been digitally analyzed —using a variety of techniques. In order to understand
more fully the changes that have occurred in these calibration data sets and to simplify the
data reduction procedure, the program LAMRAD. was written. Designed to handle M7 scanner
radiance tapes exclusively, this program calculateg the radiance calibration constants (as a
function of lamp current) used to provide radiance information for multispectrﬁl processing.
A complete derivation and explanation of the procedure used to calibrate the M7 scanner is

given in Appendix C. In summary, the radiance of a target on the ground is given by

Vv Vi E__(A)
T L ref QL
LT(A) i (V_L)(Vref> ( T )

where LT (x} = radiance of target, assuming a Lambertian surface, for each channel

VT = voltage of target on ground

VL = peak lamp voltage during target data collection

VL = peak lamp voltage during calibration
Vref = voltage off reference panel during calibration
E QIm = spectral irradiance of quartz-iodine lamps
Pref = directional reflectance of reference panel

It is the quantity
K () = VL prefEQI(M
CAL™ "V T

ref

that is calculated by the program LAMRAD.

4.2 TECHNIQUES FOR LAMP PULSE MEASUREMENTS

4.2.1 SUMMARY OF TECHNIQUES

Critical to the equation above for KCAL(A) are the values of VL and V_. This is true be-

L
cause V. and VL’ of all theterms in that equation, are by farthe most difficult to measure con-
sistently. Ingeneral, VL is represented by a narrow pulse that on occasion can exhibit jitter equal

to its pulse width. This makes it very difficult for the data processor to measure its peak value,
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TABLE 13. DATES OF SPECTRAL
RADIANCE CALIBRATION

Calibration No.

O W0 -1 b GO b e

-

56

Date

20 Aupust 71
6 June 72

7 June 72

16 June 72
12 July 72

5 September 72
24 January 73
26 January 73
3 April 73

5 June 73

6 Aupgust 73
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One of the tasks of this study was to attempt to improve the technique for measuring this

voltage.

Thus far, two methods have been developed for calibrating the signal pulse of the lamp in
the M-7 scanner using the program LAMRAD. Both methods result in a voltage value for the
peak of the signal. One method, called the "mean level method” and used exclusively up
until this time, has certain drawbacks which a second method, called the "integral method,"

will hopefully eliminate.

The mean level method of determining signal height (voltage) is calculated in the follow~-
ing way (refer to Fig. 7). The program will first select the point on the pulse curve which
has the curve's peak voltage "P" and then determine at which reselms the half-value of P
(P/2) intersects the curve. There will always be only two intersections: one at the pulse
rise and one at the pulse drop. This is dictated simply by the shape of the curve. The two
reselm locations mentioned will be called x and ¥, respectively. The program will then aver-
age these values and determine another reselm value (x + y)/2. At this point, LAMRAD. will
determine the voltage of the curve at the point (x + y}/2 and take the average voltage of it and
other consecutively preselected reselms on either side of {x + y)/2. Figure 7, for example,
shows only two reselms selected on either side of (x + y}/2 and averaged to obtain the mean
level. Thus far, this has been the configuration used in LAMRAD. The curve values taken at
the reselm points and then divided by (N + 1) gives the mean level. The general equation for

the mean level is:

N(x+y)_E+z
)23

Z=0

where Z may have only integral values and N can only be even. This is to insure that no frac-
tional reselm values will exist and that one may select equal numbers of reselm samples on
either side of the (x + y)/2 reselm, thus allowing for a balanced mean. This method of caleu-
lating a mean voltage height of the pulse has some drawbacks, one of which is illustrated by the
abnormally skewed curve in Fig. 7. If the curve should happen to be shaped oddly, the value
for the height could be off true as shown. Another problem comes up in determining how many
reselms to average on either side of (x + y)/2. We want to average as much of the pulse top as
possible without going off the sides (the drop and rise usually occur within a reselm or so).
Once this value is calculated, signal shift cannot be tolerated because a shift of a reselm or
two would give values at the bottom of the curve, resulting in a "height" far below what actually

exists.

The second means of determining signal level is the "integral method." As the title sug-
gests, this method involves determining the area under the pulse in calculating the pulse

height, With this method, instead of trying to pinpoint where the pulse and its peak will appear
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(reselm limits), one may integrate the curve within wide limits (to allow for reseim position
shift) and then divide the area value by an experimentally predetermined pulse "width con-
stant” to obtain the mean value of the signal. The "width constant,”” which is a value deter-
mined over a period of time, is continually updated to offer accurate calibration values at
any time. The "width constant” is simply determined by dividing the integrated area by the

height of the pulse, as calculated in the first method (see Fig. 8).

Certain conditions must exist if this system of lamp calibration is to offer a more accu-
rate way of determining signal value. If the shape of the pulse radically changes,the "width
constant” will be inaccurate, producing incorrect lamp voltage values (although restrictions
on pulse shape change are certainly no more imposing than in the "mean level method™),
Generally, the only time the signal can change shape is after some type of movement hag
occurred within the lamp or its housing (observed experimentally). In this case, the width
constant must be re-calculated to give accurate pulse voltages again. The "width constant”
maust be a time-weighted mean to avoid the accuracy problems encountered in determining the
signal voltage by the "mean level method." Finally, the integral limits must be set far enough
apart so that the integral will accurately tolerate the pulse shift that the "mean level method"
was incapable of handling. The integral limits should be set such that the curve closely

approaches zero at those points.

4,2,2 EXPERIMENTAL DETERMINATION OF WIDTH CONSTANT

LAMRAD. has been executed for several calibration runs. The "Lamp Mean" and the
“"Lamp Integral Mean" were among the data calculated by the program. By taking the values
of the lamp integral mean and dividing by their respective lamp mean values, we obtained a
width constant. After looking at the width constants resulting from some seven calibration

runs, we then came to several conclusions.

First, the wavelength band in which the signal was observed had an effect on the width
constant. For all thermal values (1.0um and above), the width constant varied so radically
and the deviations were so great that no real attempt was made to obtain a width constant for
them. The remaining width constants calculated for the various detector bandwidths had such
small deviations between themselves that we could divide them into just two groups. One
group used the signals emitted from all detectors operating in the 0.41-0.52 4 m range, while
the other group contained all signals in the 0.50-0.94 ym. As Table 14 reveals, deviations of
width constants within these two groups for any one run are on the order of 0.8%. Therefore,
two width constants should be calculated, one for each of the two groups. These two values
are calculated at the bottom of Table 14.
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Kw = Width Constant
A = Area
h = Height

=
=

Area A Area A

Area Under Curve, A =h X KW = Kw *
Equivalent Area
Square Pulse
KW = A/h

FIGURE 8. DETERM‘IN'ING PULSE-WIDTH CONSTANTS (Kw)
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TABLE 14, WIDTH CONSTANTS FOR A SINGLE RADIANCE CALIBRATION. (Calculated with
4.5-6,0 amp lamp current only)

Detector
Bandwidths
(km) ¥
0.41 - 0.48 16.0837 o } GROUP 2a
]
0.46 - 0.49 16.3078 M = 16.2554 = 0,1244
b g = o4 + GROUP 2b
0.48 - 0.52 16.3747 Q
0.50 - 0.54 16.5327 A
0.52 - 0.57 16.5803 Mean = 16,4269 + 0.1537
0.55 - 0.60 16.5558 (Notice: worse deviation than
— either Group 1 or 2 alone)
0.58 - 0.64 16.5238 % Mean = 16,5127 + 0.0750
0.62 - 0.70 16,3501 %
0.67 - 0.94 16.5335 | y
1.0 - 1.4 22.7585 Mean = 19.92 + 2.8384 1 Disregard (deviation too
great)
1.5 - 1.8 17,0816 ] J
Final Mean Width Constants (Runs 4-8) for Groups 1 and 2
using currents of 4.5 A and greater
GROUP 1 0.41 - 0.48
0.46 - 0.49 Mean = 16.3458 + 0.0445
0.48 - 0,52
0.50 - 0,54
0.52 - 0.57
0.55 - 0.60 _
GROUP 2 0.58 - 0.64 Mean = 16.5719 + 0.0554
0.62 - 0.70
0.67 - 0.94
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Secondly, the width constant does not really remain very constant until calculated for

FORMERLY WILLOW RUN LABORATORIES, THE UMIVERSITY OF MICHIGAN

lamp signals using 4.5 amps or more of current. Width constants calculated for signais using
only 3.5 or 4.0 amps varied greatly. One way these signals might be made more useful is by
increasing the gain at the time of calibration, instead of leaving the gain constant as is
usually done. An increased signal gain may be able to bring the pulse level far enough out of
the noise to allow more accurate calibrations to be made. Thus far, all experimental width
constant data and their deviations have been calculated using lamp currents of only 4.5 amps

and greater.

Lastly, as previously mentioned, changes in signal shape will affect the value of the width
congtant (the ratio of lamp integral mean to lamp mean will change). Also, the only way in
which the signal shape can change is if there is some type of alteration made in lamp position
(such as might result in housing movement). Between calibrations #8 and #9, a change was
made affecting the position of the lamp's housing; the expected changes in width constants
also occurred and are compared in Table 15. {Only signals in three spectral bands were
analyzed.) New width constants must be calculated for calibration runs after #8. Calibration
#9 gives an indication of what these values might be, but more data are needed to determine

a good mean width constant for these new calibrations.

4,3 PROGRAM LAMRAD.
As mentioned earlier, the primary purpose of this program is to calculate a set of statis-
tics from the calibration data set on the M7 scanner. These statistics are used to determine

the radiance of the lamp reference source at various current levels, The statistics calculated

by this program are:

(1) the mean peak levels of the lamp and panel pulses (see Appendix C) relative to some
specified dark area

(2) the mean integrals of the tamp and panel pulses after dark-level normalization and
pulse width adjustment

(3) the standard deviations of the adjusted integrals of the lamp and panel pulses

{4) the mean of the ratio of the adjusted lamp integral to the adjusted panel integral

multiplied by a unique factor for each spectral channel
{58) the standard deviation of the integral ratio
(6) the mean integral of the lamp and panel pulses after dark-level normalization

(7) the mean pulse widths for the lamp and panel pulses
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TABLE 15, WIDTH CONSTANTS FOR SEVERAL RADIANCE CALIBRATIONS.
{Means for currents of 4.5-6.5 amps, 3 bandwidths only)

Detector
Bandwidths
(em) CALIB.4-8 CALIB.9 Comment
0.41 - 0.48 16.2830 £ 0.1975 17.0864 + 0.2040 Note greater width constants
{1.21%) (1.949%) in all cases for CALIB, No. 9
(across-the-line change in
pulse shape)
0.55 - 0.60 16.5530 + 0.0885 16.7218 + 0.048
{0.535%) {0.2879%)
0.87 - 0.94 16.6314 + 0.1435 16.8995 + 0.081
(0.863%) (0.4799,)

63



Z FORMERLY WILLOW RUN LABORATORIES, THE LNIVERSITY OF MICHIGAN

Belore the lamp or panel pulses are used, the mean level of some specified dark area

from the previous scanline is subtracted from each reselm level, This removes the effect of
a varying dark level on pulse levels and allows comparisons between runs. It is assumed that
the dark level does not vary significantly between any two consecutive gsecanlines, This ag-

sumption has been valid for all the data sets examined to date.

The mean peak level of the lamp pulse and panel pulse is determined by selecting a few
reselms at the top of each in every requested scanline. Then the sets of lamp pulse and panel
pulse reselms are averaged. These two means are saved for later use. The reselms for the
lamp pulse are selected by determining the two reselm mimbers of the reselm levels closest
to half the maximum height of the pulse. These reselm numbers are averaged and two reselms
on cither gide of this middle reselm are selected. The reselms for the panel pulse are se-
lected in a similar manner, except that the two reselms nearest 809, of the maximum height
of the pulse are used. (This 809; value was used instead of the 509 value because the panel

pulse is flatter than the lamp pulse and does not drop below 50% of its maximum height.)

The mean integral levels of the lamp and panel pulses are calculated by performing an
integration (using Simpson's 1/3 Rule) on the lamp pulse and panel pulse in each scanline
after normalization to dark level. The lamyp integral is then divided by a unique pulse width
{in reselms) for each spectral channel. The number that resulis is no longer an area meagure-
ment (in quasi-volt-reselms); instead, it is a level measurement (in quasi-volts). The panel
pulse is subjected to a similar process. All the adjusted integrals for the lamp pulse and
panel pulse are averaged to obtain their respective means. The standard deviations of the two
pulses from their respective means are then calculated. The mean integral ratio is calculated
by dividing the adjusted mean lamp integral by the adjusted mean panel integral and then mul-
tiplying by the appropriate factor for each spectral channel. The program then goes back and
calculates the integral ratio for each scanline and determines the standard deviation from the

mean integral ratio for the data set.

The program now performs pulsewidth calculations. The normalized lamp integral is ob-
tained by multipiying the adjusted mean lamp integral by the pulsewidth constant used to adjust
it originally. This returns the level measurement to an area measurement. This normalized
lamp -pulse integral is then divided by the mean lamp level determined earlier. In this man-
ner, the area measurement is converted to an equivalent-square-wave width (in reselms).

The adjusted mean panel integral is transformed in a similar manner.

The advantages of performing pulse-width caleulations by integration instead of hy the

mean level method are summarized below:

{1} The integration process usually results in lower standard deviations than those
achieved with mean levels.
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(2) The integration process is faster and simpler than determining 50% or 80% points,

selecting reselms, and calculating the mean level.

{3) Changes in calculated pulsewidth provide a way to determine if changes had occurred
in the shape of the pulse and how drastic they might be (assuming the specified
pulsewidth is a valid representation of the expected pulsewidth).

A detailed description of the program LAMRAD. is included in Appendix D.

4,4 SUMMARY OF CALIBRATION DATA

All eleven radiance calibration sets were digitized and processed by LAMRAD. Although
the volume of data generated is too large to be included in this report, a sample of the infor-
mation obtained is listed in Table 16 for channel C10 {0.46-0.49 um). As can be seen, the
calibration constants K. AL(?L) have undergone two major, discrete changes associated with
modifications to the system. These modifications include new amplifiers and lamp current
controls {between CALIB. Nos. 1 and 2) and a different wattage lamp {between CALIB. Nos. 8
and 9). Even without these modifications, variations of up to 30% in KC AL(U are observed.
It is apparent that more frequent radiance calibrations are needed if the changes observed

between measurements are to be lowered.

The NEALs calculated for this channel were obtained using the panel noise and the follow-

ing relation:

LXZUL

NEAL = ———
YL
where L = radiance at lamp current i
UL = standard deviation at panel signal in bins (includes factor of 2 because of smooth-
ing over 4 lines)

V'L = panel voltage in bins

From these values, it is seen that the high frequency noise measured on the reference
panel also varies somewhat from one calibration date to the next, However, there is no ap-
parent relationship between the changes in the value of KCAL(?\) and noise. In fact, two of the

least noisy signals (CALIB. Nos. 9 and 10} show the greatest change in KCAL’

One possible explanation for the change observed in the evaluation of KCAL(;\) is the
aging of the reference lamps. A change in spectral character, which has been noted in aging
quartz-iodine lamps, could indeed cause the diiferences in calibration constants, To measure
this, the constants KC AL(A) from several calibration data sets were normalized to the value

at channel C2 (0.67-0.94 um) and the results plotted (see Fig. 9). As can be seen, with the
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TABLE 16. SUMMARY OF RADIANCE CALIBRATION INFORMATION FOR CHANNEL C10 {x = 0.46-0.49 um, 109, points)

DaereIa_.:vel Panr:e‘lle?..r;vel Kog (1) @ 6.04 NEAL Lamp Width Panel Width
CALIB. NO. Date (bins) {bins) (uW-cm-2-gter-1-ym-1} @ Deviation {(uW-cm-2-gter-1-ym-1) (reselms) {reselms)

1 20 August 71 147.84 11.87 12,945 3.4 54.9 13.87 7.82

2 6 June 72 147.66 26.62 5071 2.1 37.2 16.50 7.92

3 7 June 12 148,73 24.44 5116 2.1 61.2 16.32 7.98

4 16 June 72 153.44 22.64 5572 1.9 33.4 16.59 7.95

b 12 July 72 147.99 16,43 6B67T 2.5 953.2 7.40

6 No c10 values

7 No clo values

B8 26 January 13 161,33 18.61 4880 3.0 63.1 16.73 7.66

g* 3 April 73 14B.25 26.58 2982 1.6 25.0 16.83 8.0%
10% 5 June 73 147.49 27.54 . 2299 2.6 35.6 7.68 f 7.6
11% 6 August 73 149.05 19.33 2111 2.4 54.0 S.IDT 8.08

*45-Watt reference lamp.

1’Due to slightly different A to O procedure.
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1.0

0.8 |—

0.6 |-

0.4 |- ;‘; —x—x— CALIB. No.
100 Watt{ —a—a— CALIB. No.
—a—no— CALIB. No.

45 Watt —e—o— CALIB, No. 11

RELATIVE SPECTRAL RESPONSE
[ - R

0.2 -

0.3 0.4 0.5 0.6 0.7 0.8 0.9

FIGURE 9. RELATIVE SPECTRAL RESPONSE OF AGED LAMPS,
Lamps set at 6.0 amps.

67



Z FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

exception of calibration No. 1, the spectral character of the system has remained nominally
constant. However, changes of 10% in some spectral bands are present, noticeably in chan-
nels €10 (0.46-0.49 ym) and C9 (0.48-0.52 um). Calibration No. 1 does not bear any resem-
blance to the rest of the data except in the red region, even though the lamp was identical to
those used in later runs. Since this data set was obtained with the old M5 scanner electronics
{(the new elecironics were installed six months after the scanner itself}, it is possible that the
observed curve is attributable to the different spectral throughputs rather than changes in

the lamp.

In still another evaluation of spectral system response, data from the pane]l measure-
ments for all eleven calibration runs were used to calculate a relative response factor given

by the following:

L. xA *G
A A
Response, factor = /————
by
panel,
where LA = radiance on panel at current i and wavelength x
A'\ = bandpass of spectral channel

G = electronic gain

Vpanel A voltage obtained from panel

A list of these values is given in Table 17. In almost all the solar -reflective channels,
the scanner spectral response has varied less than 10% during the course of 1 and 1/2 years
of radiance calibration. The two exceptions in the solar-reflective region are channel C12
{0.41-0.48 ym), which shows a variation of 229, and channel C8 (0.50-0.54 pm), which has a
169, variation. Barring one strange value which occurred during calibration No. 5, channel
C12 would have oniy a 7% variation. CALIB. No. 1 is excluded from this analysis as it ob-

viously exhibits characteristics quite different from the rest.

The variations observed in the near-IR region tend to be larger than in the shorter wave-
length region, averaging approximately 15 to 20%. Considering the nature of these detectors
and their associated preamps, however, this larger deviation is not surprising, In general,
the response factor shows that the overall system has not significantly changed its response
in almeogt two years of operation.
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Channel

cl2

cl10
c9
c3
c
C6
Cch
C4
c2
D3

D2
Di
B3
B2

0.188
0.163
0.104
0.068

0.215
0.498
1.0

346.7

131.2

0,086

0.046
0.028
0,061
0.022
0.042
0.094

1.0
0.0160

0.0076
(.0055

3

0.088

0,051
D.026
0.060
0.022
0.042
0.097
1.0
0.0163

0.0081

TABLE 17. RELATIVE SPECTRAL RESPONSE FACTOR

4
0.088

0.053
0.025
0.060
0.022
0.042
0.095
0.143
1.0

0.0075
0.0053

Calibration No.

5

.

0.050
0.026
0.070
0,022
0.043
0.097
0.141
1.0
0.0147

0.0051

Responseh =

6 -

0.089

0.025
0.078
0.021
0.041
0.094
0.137
1.0
0.0157

(.0061

L)\ * Ah s Gmin

Vpanel X

7 8
g.102 0.098

— 0.053
0.030 0,028
0.095 0.085
0.023 0,022
0.050 0.047
0.102 0.100
0.151 ¢.145
1.0 1.0
0.058 0.055
0.0050 0.0073

*Note: Measurements made with M-5 scanner electronies.

*Note: Appear to b# erronemus.

0.085

0.044
0.025
0.077
0.021
0.045

0.143
1.0

0.0056
0.0062

10

0.096

0.047
0.022
0.084
0.020
0.043
0.096
0.148
1.0
0.0183

0,0066
0.0071

11

0.108

0.053
0.023
0,091
0.020
0.056
0.097

1.0

0.0057
0.0065

Deviation
{percent)

22
7
7
9

16
4

10
3
3

7B
7

18
14

19

Mean (2-11)
0.0886 (0.0181)
0.0954 (0.0068)
0.0496 (0.0033)
0.0258 (0.0023)
0.0761 {0.0123)
0.0215 (0.0009)
0.0451 (0.0045)
0.0969 (0.0025)
0.1440 {0.0042)
1.0

0.0332 (0.0259)
0.0162 (0.0012)

0.0064 (0.0010)
0.0064 (0.0008)
0.0565 {0.0015)
0.0062 (0.0012)
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5
MONITORING OF THERMAL DATA QUALITY

Users of thermal data from a scanner such as the M7 usually are interested more in the
accuracy {deviation from true value) of the temperature measurements than in some of the
other performance parameters such as NEAT or stability. This is because many investigators
{especially at this stage in technique development) are attempting to extend limited ground-
truth information on temperatures to much larger areas by the use of imagery obtained by
aircraft or satellite. When measurement differences occur between these sources of data,
not only does the extension of temperatures become difficult but the researcher must do a

considerable amount of investigation to identify {or justify) the causes of the differences.

This is not to say that NEAT and long-term stability are not important parameters.
Obviously, a system that cannot resolve, say, a 59C temperature difference would not be suit-
able for most applications involving small temperature ranges. Also, knowledge of NEAT is
a good indicator of system performance in the thermal region. In most cases, though, the re-
searcher will tolerate poorer temperature resolution (as long as it is not excessively poor) to

gain exact temperature calibration.

It is not the objective of this study, however, to improve the method of thermal calibra-
tion. That is, while some new techniques concerning thermal data quality were analyzed,
none specifically involved the method of calibrating the reference plates themselves. This
study was addressed to the problems of maintaining some degree of confidence for a given
thermal calibration and determining how often these thermal calibrations are needed. The

remainder of this section presents the results of this investigation.

5.1 PROGRAM THERML.

As an aid in analyzing thermal data, the program THERML. was written. This program
calculates a set of statistics for the hot reference plate, cold reference plate, and ambient
plate similar to that which CALIB. calculates for the solar reflective data channels, The main
difference is that no data-base tape for gathering a history of thermal response is available, nor
can more than one channel of thermal data be processed at one time, Since the hot plate and
cold plate are represented by fairly flat pulses, calculations to find the mid-point need not be
performed on the pulses. Any width of flat area on the plates can be selected by specifying
the beginning and ending reselm numbers of each of the plates. A default cagse does exist,

however, for routine data reduction.

To implement this program, the user simply specifies the location of the cold plate, the
hot plate, and ambtent area within each scanline of a scene. The program then calculates the

average level and standard deviation of the cold plate. The same thing is done for the hot
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plate and the ambient area, except that the mean level and standard deviation are relative to
the mean level of the cold plate from the previous scanline, This assumes that the mean level
of the cold plate does not change significantly between any two scanlines of a scene. (This
proved to be a valid assumption throughout all the data sets we analyzed.) These statistics

are calculated for as many data sets as required.

After all the statistics have been calculated for the requested data sets, the program
plots the means of the cold plate, the hot plate, and the ambient areas versus the data set
numbers. The same thing is done for the standard deviations. These plots are followed by a
table of all the statistics calculated. Together, these plots and the table provide the user
with comparisons between data sets so that trends and discontinuities can be determined.
Once the user has found that a trend has developed or a discontinuity has occurred, the causes
can be analyzed more thoroughly via other techniques available to him. Detailed documenta-

tion of Program THERML. is given in Appendix E.

5.2 PROCEDURE FOR CHECKING THERMAL DATA QUALITY

The M7 scanner has two thermo-electrically heated (or cooled)-plates which serve as
temperature references for the determination of apparent temperatures at the entrance aper-
ture of the scanner. These plates are checked periodically to ensure that the plate tempera-
ture (apparent temperature) versus thermistor resistance (thermistors are embedded in the
plates) has not changed., Though it has heen determined that in general these plates do not
change their radiative characteristics much from one calibration to the next, individual plate
failure has often occurred. Once repaired, these plates exhibit temperature characteristics
identical to those observed before failure. Tt is primarily during these periods of plate

failure, then, that uncertainties exist concerning plate calibration.

Plate failures are caused by changes in operating characteristics of the thermoelectric
devices used to control plate temperature. Although no solution has yet been worked out to
prevent plate failure, a technique for monitoring plate performance has been found. Shown in
Table 18 is a list of calculated and actual ambient surface temperatures located inside the
scanner housing for a number of missions during 1972 and 1973. The surface being viewed
for this experiment was a plate (identical to the reference plates) installed in an unused por-
tion of the scanner housing during the summer of 1972, Although this plate was unpowered by
thermoelectiric devices and left to drift with ambient temperatures, a precision thermistor

was embedded in its center to permit temperature monitoring.

The data in Table 18 provide comparison between the ambient surface temperature of
this plate as determined by the thermistor and the apparent temperature calculated by using

the hot and cold reference plates. Although some difference can be expected since surface
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TABLE 18. CALCULATED PLATE TEMPERATURE COMPARED TO MEASURED
PLATE TEMPERATURE

Calculated Actual
Ambient Temperature Surface Temperature Temperature
Date (o) {ec) Difference

23 July 72 14.20 14.13 -0.07
24 July 72 18.16 16.38 -1.78
18 August 72 19,717 19.77 0

25 August 72 25.80 27.09 +1,29
28 August 72 20.13 20.59 +0.46
29 August 72 23.39 23.97 +0.58
28 August 72 20.54 21.07 +0.53
30 August 72 24.71 25.42 +0,71
5 September T2 23.50 23.94 +0,44
14 September 72 14.57 14.77 +0.20
17 October T2 T.57 6.85 -0.72
16 November 72 18.42 18.75 +0.33
17 November 72 18,33 20.51 +1,18
2 Jamuary 73 6.54 5.25 -1.29
10 January 73 -2.37 -5.35 -2.98
12 January 73* 10.02 1.96 -8.06

25 Jaruary 73 16.05 15.67 -0.38

*Reference plate failure 12 January 73.
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temperatures are being compared to apparent temperatures, a major discrepancy would in-
dicate a possible reference plate malfunction. As noted in the third column (containing tem-.
perature differences), a significant error was observed on 12 Japuary 1973. This coincides
exactly with a scanner operator's observation of a plate failure on that date. As noted for the
three previous dates, there is strong evidence that some degree of malfunction, which went

unobserved by scanner operators, was present even then.

The data shown in Table 18, however, do not answer all the questions about plate per-
formance, Although the principle is sound, only one failure was observed {for analysis pur-
poses) during the period covered in the table. Other failures were observed during the spring
and summer of 1973, but the ambient plate used in the test had by then been removed to make
room for a second reference lamp for the solar reflective region. Also, the dates indicated
in the table do not include all flights made with the M7scanner ~—the need for standardization

tests (including the thermal regions) on every flight had not yet been demonstrated.

Finally, two other entries (24 July and 25 August 1972) in the table indicate a difference
significantly in excess of 19C between measurements, but they have not been associated with
a plate failure. The reason behind the larger discrepancies which occurred on these two
dates is unknowr, but it is cbvious that some quantitative measure of maximum difference

must be generated before the technique will become usable.

During the winter of 1973, a new ambient plate will be constructed for use during stan-
dardization data runs. With these data runs being made every flight, some quantitative judg-~
ment of thermal reference plate operating performance (and, indirectly, of temperature cali-
bration) should be available for each migsion.

5.3 NOISE EQUIVALENT AT (NEAT)

In addition to monitoring thermal plate performance (which determines tempefature
accuracy), it is also very informative to monitor the NEAT of the thermal channel. By doing
this, a check of the system’s temperature resolution is possible. Before going on, however,
we should be careful to distinguish the difference between the NEAT of the system and the
NEAT of the infrared detector. This distinction is important because the NEAT observed by
an investigator who is digitally processing recorded data includes noise from the optics, de-~
tector, amplifier, and tape-recorder compenents of the system, Hence, a particularly poor
NEAT could be the result of a predominance of noise from any one of these components. And,
in fact, tape-recorded thermal data from the M7 is usually limited by the noise of the tape re-

corder, as will be shown later,

The infrared detector itself, however, may have a gignificantly better NEAT than that ob- "
gerved from processed data. In the ideal system, the noise of the system would be detector-

limited; hence, ultimate temperature sensitivity depends on the detector. Of the four
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components mentioned above, the detector is the least rugged and most likely to fail. Thus,
it sgeems reascnable to monitor the NEAT of the detector in conjunction with total system
NEAT to ensure proper system performance. This study, however, will concern itself only
with the system NEAT measurements since most investigators are interested in temperature
resolution primarily from the data processing standpoint-—i.e., what results can be obtained

from the recorded signals.

As mentioned above, the tape-recorded thermal data from the M7 scanner is usually lim-
ited by the noise of the tape recorder. The Mincom PC-500 tape machine used in the M7 system
has a dynamic range of 39.5dB (peak-to-peak), which means that 89 temperature levels are
available between the minimum and maximum temperatures recorded (this assumes that the
full range of the tape machine is being utilized, which is seldom the case). For a typical tem~
perature range of 10°C, the system NEAT would be 0.11°C (assuming a tape-recorder-limited
system). It should be obvious, here, that the NEAT in this system is a function of the terrain
temperature range encountered —the larger the range, the larger the NEAT. Since the nominal
NEAT of the HgCdTe infrared detector used in the M7 is 0.03°C {which is independent of AT),
it is apparent that, in most cases, the noise of the tape recorder is the limiting factor in tem-

perature resolution.

In order to quantiiatively assess the noise performance of the thermal channel, data ob-
tained from the standardization runs in 1972 and 1973 were analyzed for system NEAT. Table
19 is a list of the NEAT s calculated from that data. The theoretical tape recorder limit is
plotted {(assuming 39.5dB dynamic range) along with data generated from the noise levels ob-
tained from the cold plate, hot plate, and ambient plate. These NEAT s were calculated ac-
cording to the relationship

AT = 20
NEAT = AV
where AT = temperature difference between reference plates

¢ = rms noise calculated from program THERML. —the factor of 2 appears because
the data were averaged over 4 lines

AV = voltage difference between reference plates

In viewing these data, however, certain things must be kept in mind. As mentioned above,
the theoretical recorder limit applies to the full dynamic range of the tape machine. In prac-
tice, this full range is not used. Hence, the recorder limit may be lower than the theoretical
limit by as much as 339%. Secondly, the cold-plate noise figure is based on absolute voltages
and includes a low-frequency drift inherent in the preamplifiers for the HgCdTe detector.

Since the hot plate and ambient plate are measured relative to the cold plate, this drift does
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TABLE 19. SUMMARY OF NEAT VALUES OVER TIME

NEAT
Recorder Cold Hot
Date AT Limit Plate Plate Ambient Comments
14 May 72 7.9 0.09 0.35 1.09 0.20
5 May 72 6.9 0.07 0.69 0.71 0.48
11 May 72 9.9 0.11 0.48 .65 0.36
11 May 62 9.9 0.11 2.12 3.20 1.71
12 May 72 9.8 0.11 0.89 0.49 0.76
12 May 72 10.8 0.12 0.53 0.45 2.12
19 May 72 6.5 0.07 2.61 1.07 0.986
25 May 72 6.5 0.07 0.56 0.49 0.37
25 May 72 6.5 0.07 0.41 0.54 0.39
5 June 72 9.7 0.11 0.51 0.53 0.39
23 July 72 10.3 0.11 1.07 0.1 0.61
24 July 72 7.3 0.08 1.70 0.71 0.64
18 August 72 9.1 0.10 0.72 2.12 0.59
25 August 72 10.3 0.12 6.47 2.61 2.22
28 August 72 10.3 0.12 0.98 0.65 0.59
29 Aupust 72 9.1 0.10 0.70 .20 0.34
29 August 72 10.3 0.12 0.48 0.41 0.23
30 August 72 10.3 0.12 0.65 .24 0.23
5 September 72 9.1 0.10 0.81 0.30 0.32
14 September 72 15.7 0,10 0.61 0.83 0.32
17 Octobher 72 15.7 0.18 0.95 1.87 0.34
16 November 72 5.6 0.06 0.35 0.35 6.65
17 November 72 5.6 0.06 3.33 0.45 13.00
2 January 73 15.7 0.18 0.94 3.94 0.8
10 January 73 15.7 0.18 0.87 4,81 12,91
12 January 73 15.7 0.18 1.25 2.57 1.08 Plate failure on this date
25 Jamuary 73 15.7 0.18 0.53 1.97 7.71
22 June 73 15.7 0.18 0.52 1.562 —
25 June 73 15.7 0.18 0.44 1.62 —
3 July 73 15.7 0.18 1.63 1.73 —
5 July 73 15.7 0.18 0.63 2.58 _—
6 July 73 15,17 0.18 0.96 1.22 —
7 July 73 15.7 0.18 0.58 1.43 —
4 August 73 15.7 0.18 0.70 2.07 —
5 August 73 15.7 0.18 4.04 2.43 —_
10 August 73 15.7 0.18 0.43 2.82 —_
12 August 13 15.7 0.18 0.52 1.47 — Plate failure on 8/17/73
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not affect them. Finally, the ambient plate is unpowered (i.e., it has no thermoelectric de-
vices); so, any noise associated with thermoelectric devices would appear only in the cold and

hot plate values.

In looking at the hot plate NEAT s, it is quite easy to see which missions appear to have
excessively noisy temperature resolutions. An arbitrary limit is any value over three times
the recorder limit. Eguipment performance on most missions prior to January 1973 appears
to be nominal. But note the NEAT measurements during January just prior to a reference
plate failure; obviously the signals were becoming consistently noisy. Also interesting is the
fact that all NEAT s calculated from the hot plate during the period June to August 1972 appear
to be high (no ambient values are available because the ambient plate had been removed). On
August 17, soon after the last mission listed in the table, a reference plate failure occurred
and a degraded HgCdTe operating performance was noted. It would appear that one or both of
these problems had been affecting the thermal channel performance for several weeks. How-
ever. since the noise on the cold plate during this period is generally acceptable, more than

likely it was the reference hot plate that caused the excessively high noise.

Given more frequent standardization runs and the availability of a new ambient plate for
additional data, these NEAT calculations should provide a quantitative evaluation of every

mission, whether or not the thermal channel is performing within the ideal limit,

5.4 HIGH AND LOW FREQUENCY THERMAL NOISE
Until now, statistical comparisons of thermal data have been made between missions. One
of the questions to be answered in this study was: What frequency variation in thermal ref-

erence signals can be expected during the course of a 12-minute run? In other words: Is the

frequency {<12 minute) components? The frequency distribution should tellus (1) whether static
reference-plate calibration of the data is adequate or whether dynamic calibration is needed;

and (2) if dynamic calibration is dictated, how often must it be done.

Using the program DGNSTC., we analyzed for noise a 12-minute segment of data obtained
on 7 April 1973 over Lower New York Bay. To obtain a low-frequency component, the mean
and standard deviations of the hot and cold plate were calculated for all lines in the entire 12-
minute segmen‘jn:

Cold Plate: mean plate voltage = 185.07

standard deviation (between lines) = 92.41 (50.0%,)

Hot Plate: mean plate voltage = 33.27
standard deviation (between lines) = 14.45 (43.5%)
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Although the high deviation in cold-plate value can be attributed to drift (low-frequency
noize) in the infrared detector preamplifiers, the high deviation in the hot plate value is in-
explicable since it has been measured relative to the cold plate. In any case, because these
significant deviations occur during the course of a 12-minute data collection run, it is apparent

that static dark level corrections are out of the question.

To measure high-frequency thermal noise, the program DGNSTC.also calculated the
standard deviation of each line. This would be the noise encountered if dynamic thermal cali-
bration were done on a line-by-line basis. The calculations obtained are as follows:

Cold Plate: mean plate voltage = 185.07

average standard devialion per line = 3.49 (1.9%,)
Hot Plate: mean plate voltage = 33.27
average standard deviation per line = 2.52 (7.6%)
The average cold-plate siandard deviation of each line over the entire 12-minute run is only
1.99% of the mean value as compared to a 50.0% standard deviation of all lines. Line-by-line
dynamic temperature calibration is obviously needed since it provides a significantly lower

error than that observed statistically from all lines.
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6
CONCLUSIONS AND RECOMMENDATIONS

It has been demonstrated thatvaluable information about scanner performance canbe gained
from the calibration data ("'standardization" runs)obtained during data acquisition missions. In
the solar reflective region, noise information (as a function of frequency) obtained digitally
from "standardization’ runs can indicate possible amplifier, detector, or recorder problems.
To permit up-to-date monitoring of these noise figures, it is recommended that standardization
data be acquired at least once every flight. Rapid processing of this information is essential

to its optimal use.

A region of darkness viewed by the rotating scan mirror in one 360-degree swing was
obtained for baseline correction. We recommend that all data processors of M7 multispectral

data use this region, which is located beyond the lamp reference but before the sky reference.

A new technigue for obtaining values for the reference lamp pulse was examined. This
technique, which uses integration instead of peak pulse value, is advantageous in that more
points are available for averaging with a resulting lower noise figure. In addition, the inte-
gration is relatively insensitive to jitter in lamp pulse position. For optimal use of the refer-
cnce lamp pulse information, this technigque should be applied to all software associated with

the extraction of radiance information.

Analyses of all past laboratory radiance calibrations on the M7 scanner have revealed
large differences between "adjacent" measurements (currently scheduled approximately every
two months), Such differences (as large ag 50%) appear even in the absence of a physical
alteration in the system —such as a new reference lamp, for example. If smaller changes
between radiance calibration measurements are desired, these measurements will have to be

made more frequently, most likely every 2 to 3 weeks.

Finally, we tested methods for evaluating both thermal reference plate performance and
overall detector, amplifier, and tape recorder performance in the thermal region. Plate failure
often begins to occur long before it is observed by the scanner operator. But it is possible, by
using an ambient plate as a third reference, to determine whether thermal reference plates
are failing. Thus, inciusion of an ambient reference in the standardization measurements
made every flight would be desirable in order to permit reference plate evaluation as often as
possible. An overall thermal region performance indicator has been demonstrated by the use
of NEAT calculations, These permit a theoretical tape recorder limit to be compared to actual
measured values. Since in most cases the system is tape-recorder-limited, any NEAT's

larger than the theoretical limit can indicate some type of excessive noise in the system.

In summary, it has been shown that systematic recording and digital analysis of M7 scanner

calibration signals can be valuable in evaluating both scanner performance and data quality.

78



Z FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

As we acquire better knowledge through continued analysis of these calibration signals, we can

more easily satisty future data requirements to meet new user goals.
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Appendix A
PROGRAM CALIB.

The purpoese of this program is to calculate a set of statistics concerning the reference
sources of the M7 scanner. These statistics may be calculated for as many flight missions as
desired (the only limitation is the physical amount of core storage in the computer}. After
calculating the statistics for the reguested files and channels, the program can merge them
with those on a special tape data base (initially produced by this program), produce plots and
tables, and update 2 tape data base for each of 24 possible spectral channels. In addition to
creating the initial tape data base, the program can be requested to simply produce plots and

tables from a given tape data base previously penerated.
The statistics calculated by this program are the following:

(1} The mean of the dark level

{(2) The mean of the normalized lamp pulse level

(3) The mean of the normalized level of the middle reselm in the lamp pulse
(4) The mean of the reselm number of the middle reselm in the lamp pulse
{5) The mean of the integral of the normalized solar pulse

{6) The standard deviation from each of the previous five calculated meéans

All of these statistics are normalized to 100X gain except the solar statistics (normalized
to 10X gain). The gain in each channel is read as input. The lamp pulse points used in the

calculation of its mean are determined as follows:

\ X+Yi(TOP-1>
| 2 2
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(1) Maximum height is determined [MAX]

(2) Reselms closest to MAX/2 are found [X & Y]

(3) The mean of X & Y is found (X + Y)/2

(4) The bounds used in calculations are TOP/2 reselms on either side of (X + Y)/2

FORMERLY WILLOW RUN LABORATORIES. THE UNIVERSITY OF MICHIGAN

Normalization is achieved by subtracting the average dark level from each point of the
lamp pulse and solar pulse before they are used. The mean dark level is taken from the pre-
vious line. Consequently, in order to start this chain, the lamp pulse and solar pulse are
ignored in the first line of any file so that the mean dark level can be calculated. We assume
that the dark level does not change significantly from line to line.

CAUTION: For the program to operate correctly, the lamp pulse and the solar pulse must be
positive-going.

STEE (1)- PERFORMED 1ST TIME FUNCTION CALLED OR WHENEVER MODEl - $START$
The maximum number of channels to be referenced and the maximum number
of files to be referenced are initialized. The beginning and ending reselms for
the dark area, lamp pulse, and solar pulse are set and other pertinment variables
are set.
Data cards {if any) are read that may chanpge the default settings for the
type of dats base (TAPE = $0LDS, $NEWS, OR $PRINTS), the maximum number of channels,
the maximum number of filesg, the maximum number of missions to be plotted (effective
only 1f TAPE=$PRINTS), the tape numbers of the tapes to be used for the tape data base,
and the number of reselms at the top of the lamp pulse to be used in calculation of
the lamp statistics. These warlables are now checked for reagonableness. The storage
for the main-in-core data baée 1s then allocated, and the totalling arrays are
zeroed. Control returns to POINE.
STEP(2)- PERFOEMED BEFORE EACH FILE IS PROCESSED
The point counters for the lamp and solar pulses, for the data, and for the
lines are ;eroed. A flag 18 set so that the 1lst line of the file will not be
processed by the lamp or solar pulse routines. .
If this is the first time through the file, data cards are read to set the
data (in month, day, year form), the mission number, and any special comment. The be-
ginning and ending reselms for the dark area, lamp pulse, solar pulse (if different

from the default settings are then ampecified. At this point, as many cards are read
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in as there are channels on the input tape. Each card specifies the multiplexor chan-
nel number, the spectral chamnel it represents, the airecraft channel it represents, and
the gain in that channel. A title describing the spectral channel is printed

along with each card. The spectral channel number and the multiplexor channel

number are used to set up an array to relate the multiplexor channels to the

spectral channels. [If a particular multiplexor channel is not to be used, simply
assign zero as its spectral channel #.] This array is then checked for reascnable-
ness. Likewise, the dark, lamp, &solar area boundaries are checked as well as the

date and the misslon number. XNo more than 100 reselms are allowed for either

the lamp pulse or the solar pulse. In addition, there must be. some dark area
specified. Control returns to POINT., If this 1s the second pass through the file,

nothing is done and control returns to POINT.
STEP{3) - PERFORMED BEFORE FACH POINT OF A SCAN LINE IS PROCESSED.
No action taken.
STEP(4) - PERFORMED AFTER EACH LINE IN FILE IS PROCESSED
If this is the first line processed (FLAG=0), the line counter is incremented,
and control returns to POINT. . After incrementing the line counter, the following is

performed on each ncnzeroed spectral channel.
1. The maximum point in the lamp pulse is found,

2. The reselm location of the two points that are 1/2 the maximum or fust
greater than 1/2 the maximum are found (these will correspond to the boundaries
of the lamp pulse if only the top of the pulse 1s specified).

3. The reselm half-way between the préceding' two points is found. WNew
boundaries are set on either side of this middle according to the number of reselms
requested for use at the top of the lamp pulse (LAMTOP) [Right & Lefel.

4, The new subset of reselms Is checked to make sure they are within the
original bqundaries for the lamp pulse, (4if not, the calculated bounds are

adjusted accordingly).

The data polnt counter 1{s incremented by right-left +1.

5a. If this 1s pass 1, the values of the reselm subgset of the lamp pulse are
accumulated, the value of the middle reselm is accumulated,and the reselm number

of the middle reselm is accumilated.
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5b. If this is pass 2, the squared deviations are accumulated for the
reselm subset, for the middle reselm, and for the reselm number.

6. The number of points in the soclar pulse is checked to make sure that it
is greater than 5 and is odd.

7. & Simpson integration is then performed on the points in the molar pulse
and ite result accumulated 1f pass one. Otherwise the squared deviation is
accumulated.

After all the muitiplexor channels requested are processed, the point counters

for the lamp pulse and the solar pulse are zeroed.

STEP5 - PERFORMED AFTER AN ENTIRE FILE HAS BEEN PROCESSED

If this 1a pass 1:

1. The file counter is incremented,

2. The means are calculated for each channel requested.

3. The information 1g stored in the main data base after being normalized
to gain 100,

4, "pASS" is set to 2 and the totalling arrays are zeroed.
If this is pass 2:

1. The standard deviatlons are calcuvlated for each channel requested and
stored in the main data base after being normalized to gain 100.

2, "PASS" is set to 1.

3. The date, mission number, and special comments are saved.

4. The totalling arrays are zeroed,

STEP6 - PERFORMED WHENEVER MODEl = $FINALS
Whenever '"TAPE = $0LD§ or $NEWS:
1. A tag sort is performed on the data array.
2. The tapes specified by TBASE 1 & TBASEZ are mounted on tape drives
2 and 3.
a. If "TAPE" = $NEW$, tape unit 2 {s made the output unit and its
generation number is set to 1.
b. If "TAPE" = $0LD$, tape unit 2 is checked for a generation number

of 1. If so, tape unit 2 is set for inmput and tape unit 3 is set for
B4
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output. If the generation number is not 1, the tape unit with the greater

generation number is set for input, and the tape unit with the lower

generation number is set for output.

3. The bin number and generation number are written on the output tape.

4. A call is made to PLOTl, to set up the grid. The minimum and maximum
mission numbers to appear on the plot are determined. (The maximum mission
number of the last file processed. The minimum mission number is 1 or the
maximum mission # minus 6l whichever is larger.)

For each spectral channel the followlng are perfqrmed:

1. If "TAPE" = $PRINTS, the number of missions in the apectral band 18 read
from the tape data base. If "TAPE" = $NEWS, this number is always zero.

2. The storage necessary for the X and Y coordinate matrices is allocated.

3. The calculated statistics and the statistics from the tape data base are
merged (ascending order based on date}.

4, The merpged means are then plotted against thedr corresponding mission
numbers FOR THE LAMP ONLY.

5. The merged standard deviations are plotted against thelr corresponding
mission numbers.

If "TAPE" = SPRINTS, the tapes are mounted and checked as before. The ilnput
tape 1is found also. In thils case, it is assumed that there are no calculated
statistics to merge. Therefore, only the data on the tape data base is plotted
and tabulated as before. No output tape is generated and the existing tape
data base remains unchanged. The maximum mission number to be plotted aleng

the X axis is determined by the cards read in during STEPRI.

PTPROC.

This routine calculates the average dark level for each line. This average
is used to normalize the data polnts that are saved in the lamp and solar pulse
arrays. In addition, the dark level is accumulated over the specified area. If
"FLAG" = 0  (indicatring that this is the lst line of the file to be processed),

the data points for the lamp pulse and the solar pulse are not saved.
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This routine performs a Simpson integration of the data points in the solar
pulse, The formula used is:

Q= xl + sz + 2X3 + 4)(4 ooyt Axn_z + zxn_l + Xn

n must be ODD

n>?5

INSERT.

This routine inserts either the calculated statistics or the statlstics from the

data tape into the 3-dimension coordinate array composing the main in-ceore data

base.
STEP(1l) CHANNL 13 The maximum multiplexor channel number being
INTEGER referred to by any file. It may be less than
the actusl number of channels available. Tt
must net be less than 1 or greater than 13.
STEP(1) FILMAX 1 The maximum number of input files to be
INTEGER processed,plotted,and tabulated as a set
{you may process fewer flles but not more).
This variable must not be less than 1.
STEP(1l) LAMTOP 5 The number of data points at the top of the
INTEGER lamp pulse to be used In the statistical
calculationsg. Fewer than this number may be
used 1f the given bounds for the lamp pulse
are smaller. The variable must mot be
less than 0 or greater than LAMPE-LAMPE+1.
STEF(1) TAPE $0LDS 50LD% indicates that a tape data base

ALPHABETIC exists and the data in it should be merged
with the processed data for pletting and
tabulation.
$NEWS indicates that no tape data base

exists and that a data base should be
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generated from the present data, This new
tape data base is written on tape TBASEL.
$PRINTS indicatés that no data is to be
processed. The existing current tépe data
base is plotted and tabulated. No tapes are
altered. MISSON must also be assigned a
value. The number assigned to MISSON will
be the number of the last mission table
plotted. All higher-numbered ﬁissions on
the tape data base will not be plotted. All
missicn numbers less than MISSION-61 or
1 {whichever is higher) will not be plotted
also. In elther case all missions will be
tabulated. Whenever TAPE = $0LD$ or SHEWS.
the mission number of the last file processed
will be the laat mission number to be pletted.
Higher.-numbered missions will be plotted
and mission numbers less than MISSON-61
or 1 {(whichever is higher) will not be
plotted. In either case, all miesions will
be tabulated.

STEP(1) MISSON 0 This 1s the number of the last mission to be

INTEGER plotted and tabulated if TAPE = $PRINTS.

This number must not be less than 1.

STEP(1) TBASEL 799 The bin number of a tape to be used for
INTEGER part of the tape data base,

STEF(1) TBASE2 80O The bin number of the other tape of the
INTEGER tape data base.

NOTE: No error checking is done elther
On TBASEl or TBASE2 before the

mount commands are issued,
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STEP(2) FDATE(1)...FDATE(3) 1] Any date to be asseciated with the present
INTEGER file being processed.
FDATE(1)--the month must not be less than
0 or greater than 12.
FDATE(2)--the day must not be less than 0
or greater tham 3.
FDATE({3)--the year must not be less than 0
or greater than 99.
STEP(2) MISSON 0 The number of the mission to be assoclated
INTEGER with the present file being processed. If
this is the last flle being processed,
this is also the highest mission number that
will be plotted. This wvariable must not be

less than zero.

STEP(2) COMMNT(1)... BLANK Any 48-character comment to be printed
COMMNT (8) ALPHANUMERIC along with the tabulated results for this
file.
STEF(2) LAMPB 10 This is the number of the reselm indicating
INTEGER the beginning of the lamp pulse. This number

must not be less than the beginning reselm
number of the line.
STEP{2) LAMPE 60 This is the number of the reselm indicating
INTEGER the ending of the lamp pulse. The variable
must not be greater than the existing reselm

nuwmber for the line.

STEP(2) DARKB 185 Same as LAMPB for beginning of the dark area.
INTEGER

STEP(2) DARKE 225 Same as LAMPE for ending of the dark area
INTEGER

STEP(2) SOLARB 310 Same as LAMPB for beginning of the solar area.
INTEGER

88



D ERIN

STEP({2Z) SOLARE

STEP{2) MPXMUX

STEP(2) SCHAN

STEP{2) AIRCHN NC DEFAULT
INTEGER
STEP(2) GAIN NO DEFAULT

INTEGER
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INTEGER

355 Same as LAMPE for ending of the sclar area.
NO DEFAULT The number of the multiplexor channel, Must
INTEGER not be legs than one or greater than 13.
NO DEFAULT The number of the spectral channel that
INTEGER MPXMUX represents. This variable must not

be less than U or greater than 24. When

SCHAN = 0, the MPXMUX channel will be

ignored.
SCHAN SPECTRAL BAND
1 F1, .71-.73
2 El, .33-.38
3 B2, 2.0-2.6
5 B3, 1.0-1.4
5 DI, 2.0-2.8
6 D2, 1.5-1.8
7 D3, 1.0-1.4
8 c2, .67-.94
9 Ch, .62-.70
10 €5, .58-.64
11 Cé, .55-.80
12 c7, .52-.57
13 8, .50-.54
14 €9, .48-.52
15 C10, .46 -.49
16 Cl12, .41-.48
17-24 Not Assigned

This is the number of the aircraft channel MPXMUX represents.
No error checking is performed.
This is the gain to be associated with this multiplexor

channel.
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OUTPUT
PLOTS

Plots are made cnly for those spectral channeles with data. The first plot of
each pair is a plot of the mean LAMP LEVEL.

Plotting Char.

D mean dark level

L mean lamp level

M mean level of middle of lamp
S mean integral of solar

The second plot of each pair is a plot of the standard deviations. The same

plotting characters are used as before. After each pair of plots follows a table of

DATE date

MISSION mission #

DARK MEAN mean of dark level x 100
LAMP MEAN mean of lamp level x 100

LAMP MIDDLE MEAN mean level of middle of lamp x 100

SOLAR MEAN mean integral of solar pulse x 10
DARK DEV " " v x 100
LAMP DEV " " v x 100

LAMP MIDDLE DEV )standard deviations from their reaspective means X10
SOLAR. DEV J respective means x 10

LAMP RESEIM MEAN mean # of point of middle of lamp pulse (ADD LAMPB-1
to get actual reselm #) x 100

LAMP RESELM DEV  standard deviation of above x 100
Lamp pulse and solar pulse are normalized by subtracting average dark level

from each point before processing.

DATA CARDS SETUP

1. FILMAX = 3, TAPE = $NEW$, CHANNL = 5%

2. INBIN = 706, UNIT = 4, FILE = 1, NSA = 1,100,1,1,359,1 #
3. FDATE(1) = 01,11,72, MISSON = 4

b. COMMNT (1) = STHIS IS A SPECIAL COMMENTS*

5. MPXMUX = 1, SCHAN = &4, ATRCHN = 7, GAIN = 2%
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6 MPXMUX = 2, SCHAN = 5, AIRCHN = 4, GAIN = 4%
7 "noo=3 mo=g " =g " =6k
8 ro= g roo=3 " =1 " =gk
9. FILE = 1, NSA = 1,100,1,1,359,1 *

10. " 2 " 1,110,1,1,320,1%*

11. FDATE(1) = 01,25,72, MISSON = 7%

12. MPXMUX = 1, SCHAN = 3, AIRCHN = 6, GAIN = 10
13, ' =2 " =4 " =5 " = 12*®
14. FILE = 2, NSA = 1,100,1,1,320,1 %

15. "o=3 " =10,60,1,1,320,1 *

16. FDATE(1) = 02,13,72, MISSON =~ 1B*

17. MPXMUX = 1, SCHAM = 0, AIRCHN = 3, GAIN = 14%
18. " =2 " =3 " =1 o= 14%
19. FILE = 3, NSA = 10,60,1,1,320,1%

20. MODEL = $FINALS *

21. MODELl = $STARTS*

22, TAPE = SPRINTS, MISSON = 72%*

1. A maximum of these files are to be processed with a maximum multiplexer
channel number of five. The tape data base is assumed to be tapes 799 and
800. A data base will be started on tape 79%.

2. This is the input data reguired by PROCESS under POINT. Tape 706 will be
mounted on unit 4, and file 1 will be accessed. Every line from 1-100 will
be processed and every point from 1-359 will be used. This starts the calcula-
tion of the means.

3, & 4. The date, mission, and comment given will be associated with this file.

5-8. Mﬁltiplexor channels 1, 2, & 4 correspond to spectral channels 4, 3, & 2.
Muitiplexor channel 3 is to be ignored. File cne has only 4 channels and all
four channels must be specified even though only three of the four channels
are actually to be used. The gains associated with the channels are as listed.

All gains on the printout will be normalized to gain 100.
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9. This 1s the input data required by PROCESS under POINT. This causes the previous
file to be reaccesgsed so that the file can be read a second time. After the
first pass through the file is completed, all the means have been calculated,
This second pass is required in order to calculate the standard deviations
for each of the corresponding means.

10. This {5 more input required by PROCESS to access the second file and start
the first pass through the data.

11. Again the date and mission specified will be associated with this file.
Since COMMNT wasn't specified, it 13 assumed ta be blank.

12. & 13. 1In this case both of the channels in file 2 are being used.

14, This caused the file to be rewound and the second pass started,

15. This encourages PROCESS to access the third file and start pass 1.

16. Same as 11,

17 & 18. Only multiplexor channel 2 is being referenced, but as before, bath of
the channels on the tape must be specified.

19. Pass 2 on the 3rd file.

20. This tells POINT to perform STEP(6) in the program. That section of the
program is responsible for plotting and tabulating the results as well as
updating the data base.

21. This causes PDINT. to reinitialize CALIB.

22. This tells CALIB. that the tape data bases (indicated by TBASEL & TEASEZ)
are to be simply plotted and tabulated with absclutely no processing to take
place. After the plets & tables are finished, the program returns control to

the executive system,. Therefore no more data dards must ever follow thils card.
ERROR COMMENTS
ERROR1. LAMPB .L. NA.

The beginning reselm location of the lamp pulse is less than the beginning
reselm for the line (as specified for PROCESS).

ERROR2. LAMPE .G, NB.

The end reselm location of the lamp pulse is greater than the ending reselm

for the line (as specified for PROCESS).
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ERRCR3. DARKB .L. NA.

Same as ERROR1. except in reference to the dark area.
ERROR4. DARKE .G. NB.

Same as ERROR2 except 1n referemce to the dark area.
ERROR5. SOLARE .L. NA.

Same as ERROR1 except in reference to the solar pulse.
ERRORG. SOLARE .G. MNE.

Same as ERRORZ except in reference to the solar pulse.
ERROR7. 13 .L. CHANNL .L. 1

The maximum # of channels to be used in computations is either greater than
13 or less than 1.
ERROR8. FIIMAX .L. 1.

The maximum # of files to be processed before plotting and tabulation is less
than 1.
ERRCR9. 24 .L. SCHAN .L. O

A spectral channel # greater than 24 or less than 0 was to be associated with
a multiplexor channel.
ERROR10. MQORE FILE THAN FILMAX.

The input required by PROCESS under POINT specified another file,but this
file is one more than the number specified by FILMAX originally.
ERROR11. INVALID MONTH.

The number in FDATE (1) refers to a nonexistent month (less than‘zero or
grezter than 12).
ERROR12. INVALID DAY.

The number in FDATE{2) refers to a non-existent day {less than zero or
greater than 31).
ERROR13. INVALID YEAR.

The number in FDATE{3) refers to a nonexistent year (less than zero or
greater than 99).
FRROR14. INVALID MISSON NO.

The number assigned to MISSON is less than zero.
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ERROR15. SOLAR REF .L. 5 RESELMS WIDE.

The value of SOLARE-SOLARB+1 is less than 4. There must be at least 4 reselms
in the sglar pulse Iin order to integrate 1t.
ERROR16. GAIN .L. 1.

The gain specified for the preceding multiplexor CHANNL was less than 1.
ERROR17. INCORRECT TAPE MOUNTED.

The program was not able to read a correct header label on the tape just
mounted. This can be caused by mounting the wrong tape or by specifying
TAPE = $0LDS$ (or else letting TAPE default to $0LD$) when the tape data base is
non existent ar by specifying the wrong tapes with TBASEL & TBASE2.

FRROR18. LAMPE-LAMPB+1 .G. 100.

The value of LAMPE-LAMPE+1l is greater than 100. No more than 100 reselms
can be handied in the lamp pulse.
ERROR1Y9. SOLARE-SCLARB+] .G. 100.

The value of SOLAR~SOLARB+1 is greater than 100. No more than 100 reselms can
be handled in the solar pulse.
ERROR20. INVALID MPXMUX CHANNEL.

The value of MPXMUX is greater than I3 or less than 1. It 1s assumed that there
w1ll be no more than 13 and ne less than 1 multiplexor channel on a tape.
ERRORZ1. INSUFFICIENT STORAGE.

Since this program uses dynamic storage allocation for 1ts main incore data
base, the possibility exists that some-one will try to process more data and
congequently compute more statistics than can physically fit inte the machine.
The main in-core data base 1s dimensioned FILMAX*CHANNL*11+FILMAX*10+4.

In addition, there are two more arrays, each possibly as iong as FILMAX+ENTRYS (ENTRYS
is the largest mumber of records in any file of the tape data base.) T1f storage
limitations are a problem:

1. Process fewer files in a set.

2. Process fewer multiplexor channels.

3. Don't attempt to merge in a large, old tape data base. Instead,

create a new tape dats base.

See storage requirements section of this memo.
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ERROR22. LAMTOP .L. O.
Less than 1 reselm is to be used for computations at the top of the
lamp pulse.
ERRORZ23. LAMTOP .G. LAMP WIDTH.
More reselms are to be used in computations than exist within the de-
fined limits of the lamp pulse.
ERROR24. NO DARK AREA PROVIDED.
The value of DARKE-DARKB+1 is less than 1. The program normalizes al} the values
of the points in the lamp pulse and solar pulse by subtracting the average level of
the dark area from the previous line. If no dark level is specified, this

normalization can't take place.

SUBROUTINES NEEDED
Following is a list of external subroutines needed for the correct opera-
tion of this program.
ASSTGN. — VERSION 2.2 This performs all the dynamic storage allocation in the
a core box.
CANCEL. - Part of ASSIGN.
ERROR. -~ System error processing routine
CETSPO. - Part of ASSIGN.
LINK. - Routine for providing a connectionm to the point processing routine
PTPROC. (Part of POINT.)
MOUNT. - Boutine for handling all tape mounts.

MOVER. — A routine used for flipping an array end-for-end before output by MAD .

PLOTL.

PLOTZ. All four routines are used in setting up and printing the point
PLOT3.

PLOT4. plot of the means and standard deviations.

POINT. The main program that repetitively calls CALIB. with different levels
to progressively process the data {see POINT. writeup).

PROCESS. A routine called from POINT. that handles all I/0 with data tapes
(that are in ERIM format).

SETDIM. A routine for setting up the dimensioning and subscripting for the

dynamically allocated arrays.
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SETEQF. A routine to perform branching when an end-of-file is encountered

on laput.
SQRT. This routine calculates sguare roots.
ZERO. This routine inserts either a binary or floating point zero in any

specified variables or arrays.
TAPE DATA BASE FOR CALIB.
This data base is used for storing all of the major results calculated by
CALIB. For every file processed by CABIB., the following information ig saved:
DATE
SPECTAL COMMENTS
MISSION NUMBER
MEAN DARK LEVEL
MEAN LAMP LEVEL
MEAN LEVEL OF MIDDLE OF LAMP
MEAN RESELM NUMBER OF MIDDLE OF LAMP
STANDARD DEVIATICONS OF PREVIOUS 5 STATISTICS
At the beginning of both tapes is stored thebin number of thé tape (which is
read to make sure the proper tape 1s mounted) and the generation # of the tape.
The generation # is set to 1 when thé tape data base is first generated (when
TAPE = $NEWS). The generation number is incremented by 1 each time the data base
is updated (when TAPE = $0LD$: the data base 18 never altered when TAPE=$PRINTS).
When the data base is beinpg updated, the tape with the highest generation number
is the input tape. The tape with the lower generation number then becomes the
output tape. This output tape will be given a generation number, 1 higher than the
input tape (except when the input tape has a generation number of 1: then the output
tape will be given a generation number of 3; Generation number 2 is never used ).
The results computed from the files just processed by CABIB. are merged with the
input tape data base and written on the output tape.
The organization of the tape data base is as follows:
1. There are 24 files representing up to 24 different spectral channels.
2. Each record represents the results calculated by CABIB. from 1 channel

of 1 file.
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3. Each file has a l-word header record containing the number of
records in the file excluding the header record.

4. If there are no results from CALIB. or from a previous data base referencing
a channel, the cerrespeonding tape data base file 1s simply terminated by an EQF
and no header record is written,

5. The records are in ascending order of date,

6. Each tape of the data base has a 2Z-word label containing the bin number

and a generation number.

FILE RECORD WORDS DESCRIPTICN
1 1 1 BIN NO.
2 GENERATION NO.
2 1 NC. OF RECORDS IN 1ST FILE. IF NONE, THIS

RECORD IS ANEOF

3 1 DATE
2 MISSION #
3 MEAN OF DARK LEVEL
4 MEAN OF NORMALIZED LAMP LEVEL
5 MEAN OF NORMALIZED LEVEL OF THE MIDDLE

RESELM IN THE LAMP PULSE

RESELM IN THE LAMP PULSE (RELATIVE TO LAMPB- 1)

6 MEAN OF THE INTEGRAL OF THE NORMALIZED
SOLAR PULSE

7 STANDARD DEVIATION OF WORD 3

8 " " n g

9 " " "5

10 " " non &

11 MEAN OF THE RESELM NUMBER OF THE MIDDLE

12 STANDARD DEVIATION OF WORD 11

13-20 SPECIAL COMMENTS

[A1l means & standard deviations are integers multiplied by 100, Solar

pulse statistics are X10].
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RECORD DESCRIFTIDN
4 same as record 3
. [The form of record 3 is repeated for as many
records as the number indicated In record 2].
2 1 No. of records in 2nd file. If nome, this record

is an EOF.

[The form of file 2 is the same as file 2 starting with
record 2. This is repeated for 24 possible files {each
representing a different spectral channel, see description

of "SCHAN" in parameter definitions}}.

STORAGE REQUIREMENTS

The CALIB. program requires 7292 decimal locations before any

dynamic storage allocation takes place. The formula for determining how

much additicnal storage will be allocated for a particular data set is

as follows:

MATIN-IN-CORE DATA BASE
FILMAX*CHANNL*11+FILMAX*11+5

In addition, more storage is allocated depending upon the size of the tape

data base. The maximum amount that will be allocated in addition to the

preceding quantity specified is as follows:

(MAX[ENTRYS] + FILMAX) * 21 + 3

MAX[ENTRYS] = the maximum number of missions in any one file

of the tape data base.
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PRCGRAM LISTING

cem ame s

EXTERNAL FLACTICK CALIB.(STAT,CATE,MSSICA,CHMNT,

NCRMAL

MGOE IS ENTEGER

REFERENCES Ch
FLCATINC PCINT Fl F24F3,

MEANMILI),
TOTCU13),

CIMENSICKN PARANS(H] '

EGLIVALENCE

VECTOR
VECTOR
VECTUR
vECTOR

VECTIOR
VECTCR
VECTCR
VECTGR
VECTGR
VECTCR
VECTCR
VECTCR
VECTCR
VECTOR
VECTCR
VECTCR
VECTGR
VEC TOR
VECTOR
VECTCHR
VECTCR

VECTOR

MEANS(131),y
TCTLIL3),
PATLLLCC®13),

CHRNLS {13y
PT{1L2)

TCTLMUL13)y

PRNTSI100#%13)
FCATE(3})

ERR{1COI),

(MPRXMLX+FCATE]} o

TAG XX ,,YY, XYYY)

MCG{L3),
SCRT.,

MEANCAL3), MEANLI13).,
XXy YYYy STAT,
TCTMILl3by TCTS{131,
C22y CCEF,
+ ASCALE{4) o BCLUL4)
TITLE(32)y CGCMLE]},

(SCHAN,BCOY 4

{CATLWM FCATLUN}

VALLES BCDil)=

$CtydL b EME, 858

VALLES ¥T1 = -1
VALLLES M72 = =2
VALUES TETLEtL) = $Fl, 7l-.73s% , $%El, .33-.38%
$B2, 2.0-2.6% 4 $5B3s 1.0-1.4% ,
$D1| 2-0"2.6‘ 5[2! 1.5‘1-35 L]
$C3e La0-1.4% o 5C2y 67,945 ,
$C4,  62-.708 4 $C5y L5B-.064% ,
§COy  455—.80b 5 50Ty .52-457%
$CE,  J50-.54% 4 30G, .4B-.952% ,
$C10y 46-.49% 4 $C1l2, .4l-.4BS
VALLES ERR{GCl) =
SHY1#%+%3+ERRCRL. LAMPE L. KA, "% %
VALLES ERR{D43} =
FHY LxsaxERRCR2. LAMPE .G. hR.F® b
VALUES £RR{CG85) = -
SHIL*XEFHERRCRI. DARKB JL. NAL** $
VALLES ERR(127} =
fHUl1#¥#**ERRCR4. DARKE .G. NH,'#% $
VALLES ERR{169) =
SHYL#*¥ %% ERRERS,. SCLARB L. AA % %
VALUES ERR[Z11} =
SHYL#*¥*2ERRCRO. SCLARE 4G. hB."% $
VALLES ERR(253}) =
SHYL## 2 4FRRCART. 13 +L. CHAANNL L. L.'% %
VALLES ERR([269) =
FHYL&x®xd¥ERARCRBL. FILMAX JL. 1.'% $
VALUES ERR(337) =
$H  #54XHERRCHF. 24 L. SCHAM L. QL% $

YALLES ERR(379) =
$HYL=ex:%ERRCR1C,
VALLES ERR(421) =
SHYL**%x%*¥ERRCHLL.
VALLES EHR(463) =
SHYL *%%%%ERRCRA1Z.
VALLES ERR(SCS) =
FHY L% ss4CRRCRL A,
VALLES ERR([547) =
pHYL# %% 4ERRCRL4 .,
VALLES ERR(589) =
FHY *%%2&FRRCRLS,
VALUES ERRI&631) =
tHY L¥453XERRCRLb.
VALLES FRR(&T73) =
FH 1 %% %4 ERRCRLT.
VALLES ERR(T13) =

99

MORE FILES THAN FILMAX,'*%

INVALIC MOATH.'® $
INVALIC CAY.'%® $
[NVALIC YEAR.** $

INVALID MISSICN NUMBER.'*3

SCLAR REF aL+ » RESELMS*'7§

GAIN Lo l.t® $

EINCCRRECT TAPE MLLUNTEC.'#$

FCATUN [ 24)
COMMNT[8) s
CUT(2C),

MEANLMI13},
GAIN(13),

[ATRCHNyCOMMAT)
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STEP(1)

(S T N

LS

$HYL#*¥»¥ERRCR1B.

VECTOR VALUES ERR{T57) =
SHY 1 #***4ERRORY 9.

VECTOR VALUES ERR{T99) =
© $HY'L***¢*¥ERRGR20.

VECTOR VALUES ERR({

841) =

SH*1*®*2%¥ERRORZ].
VECTOR VALUES ERR{8B3) =
SH'1*%*¥¥ERRCR22Z,
VECTGR VALUES ERR{925) =
SHEL**»*¥2ERRCR23.
VECTOR VALLES ERR{967) =
tHY 2% %% %L RROR2G.
STATEMENT LABEL STEP(T)
{C) = SMEAN LEVELS$
{0}= SDEVIATICN LEVELS
ERASABLE JUNK(225)4CUNITsCREEL4CFILE+CLINE,THWRITE,OCHAN,
OMWCS o PRCG4MODEL ¢ MOCEZ yUNIToCALINE JCOLEINEZNSALNSB,
KSaNANBsKPLID{L) + TFLAG,IPACK,RESERVIG) . QFACTR(45]),

VECTOR VALUES M3G1
VECTOR VALUES M5G2

GTITLZ2(I9)»ATETLE(L9) yCLIST{19)CSPAREL4G) ) QFLAG,

FORMERLY WILLOW RUNMN LABORATORIES, THE UNIVERSITY CF MICHIGAN

LAMPE-LAMPE+]l .G. 100.'%
SOLARE-SCLARB+1 +G. 100'#$
INVALID FPXMUX CHANNEL.'*$
INSUFFICLENT STCRAGE.'* §
LAMTCP L. O.'% ¢
LAMTCF .G. LAMP WIGTH.'* §

NC DARK AREA PRCVIDED.'* §

QUANG+QBARG+QRP + CNALONSS y ANCHAN,QMCDE.CRECA,QRECC,
QFILE +QREELyGNWRDS

ERASABLE DATA(423),ITEST,CSTART JOSTART 4NV 4NXyNCoLyIP,
TGP +NOPsNEXTSTART24READT2,,REACL2,REACP2,LABELZ,

EXTRAL2C),DATUMI24) s ICCDE(24)+ ICHANIR24),
FUNCTIGN RETURN

WHENEVER NEXT .G.

Gy

TRANSFER TC STEP({NEXT)

LINK.{PTPRCC.)
L = L + OCHAN

CHANNL = 13
FILMAX = 1
LAMTOP = 5
LAFMFE = 10
LAMPE = &0
DARKB = 185
DARKE = 225
SCLARB ERRY

SCLARE = 355
PARAMS(C) = @

FILES = €
TAPE = $CLD$
PaSS = 1
MISSCN = 0
TBASE1l = 759
TBASEZ = 8CO

READ AND PRINT DATA TAPE,

WHENEVER TAPE .E.

$PRINTS

CHANNL, FILMAX, MISSCN, LAMTOP,

WHENEVER MISSCN .L. ly TRANSFER TC ERR14
TRANSFER TC STEPLS)

ENC OF CCNCITIONAL
WHENEVER FILMAX .L
TRANSFER TC ER

« 1
R&

CR WHENEVER CHANNL .G.

TRANSFER TQ ER
CR WHENEVER LAMT
TRANSFER TO ER

R?
CP L.
R22

CR WHENEVER LANTOf .G.
TRANSFER TO ERR23

ENC OF CONDITICONAL

SIZE = FILMAX*CHANNL*L1

KK = ASSIGN.(C,.Q}

13 4CR. CHAMNL .l1. 1

LAMPE - LAMFE + 1

WHENEVER KK .L. {SIZE+FILMAX*10+4}, TRANSFER TO ERR21
KK = ASSIGN. (CALTR. ,PARAMSI(0) 4STZE...34FILMAX,FILMAX,

100

IMAGELST70Q])

TBASEL,

TBASEZ2

ce
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FILMAX#B.aa2)

SETLIMG{CMMNT 4FLILMAX 8]

SETLTM.ESTATFILMAX CHARAL,11) .

ZERU.ITCTC([i...TCTD(CHAth).TCTLII)-..TCTL{CHAKRL’:

ICILﬂill...TUILN{CHAhALlvTCTS(ll...TETS(CFAANLJo
TCTMI1)eaa TCTM{CHANKL Y »
FLUL)ene MD{CHANKNL Y pSTAT(L) .0 STATISIZED)

FLNCTIGN RETULRN

JERC. (PTLePTSePlaes FTUIL3)yLINES,FLAG)

WEEREVER PASS JC. 1
lERE.(FDATE(l)...FCATE(3J.NlSSEN.CHhNLS(l)...CHNNLS(IBJl
(KK=Ls L s KK . GLBsLCHMMNTIKK) = & %)

REAC ANG PRIMF DATA FUATE(L)s FISSChy CHNKLS{1), CCNMNTLL),
LAVPH.LANPE.DARKB.DARKE.SELARB.SCLARE
THRCUGH LP1Ey FCR K=lsly K +Ge CHNCHAN
REAU ANU PRINT CATA MPXMUX, SCHANy ALRCHNs GAIN .
WHENEVER SCHAMN +G. 24 CR. SCHAN L. Oy TRANSFER 10 ERRS
WHENEVER MRXMLX .Ga. 13 .CR. MPXMUX oL. Ly TRANSFER TG ERR20Q
WHENEVER GAIN JL. 1, TRANSFER IC ERRIlG
GAIN{K} = GAILM
CHANMLSIMPXRNUX) = SCRAM
WHENEVER SCHAM JE. Oy THANSFER TC LFP18
PRKINT FCRMAT $1H+,T60,K'SPECTHAL BANC= *,2C6%%,
TITLE{SCHAR®Z—1) 4 TITLE(SCHAN®2)
CONTENLE
CHARTR = CNCHAN
WHENEVER LAMPB .i. NA
TRANSFER TC ERRL
GR WhENEVER LAMPE .G ANB
TRANSFER TC ERRZ
CR WHENEVER CARKB L. MhA
TRANSFER TC EHR3
CR WHEMNEVER DARKE .G. NB
TRANSFER TC ERR4&
OHR WHENEWER SCLAKH .L. hA
TRANSFER TC ERRS
OR WHENEWVER SLLARE .G« NB
TRANSFER TC ERR6
OR WRENEVER FCATE(L) .G. 12 JCR. FCATE(L) L. ¢
TRANSFER TC ERRI1L
OR WHENEVER FDATE(2) +G. 31 .CR. FCATE1Z) L. ©
TRANSFER TG ERRL2
CR WRCAEVER FCATE(3}) .L. @
TRANSFER TC ERRILI2
OR WHENEVER MISSGN L. O
TRANSFER TC ERRL14
CR WHEAEVER LANPE-LAMPB+1 .G. 1G0
TRANSFER TL ERRIE
CR WHEREVER SCLARE-SCLAREB+1 .G. 1ao
TRANSFER TC ERR1S9
OR WHENEVER DARKE - DsRKB + 1 .E. O
TRANSFER TO ERR2%
ExD CF CONDETICNAL

ENC CGF CONCITICHAL

FLACTION RETLRN

FLNCTION REFLRN

LIKES = LINES + 1

WHENEVER FLAG +E. ©
FLAG = 1
FUNCTICN RETURN

ENG GF CCNDITECNAL

THRCUGH LPS, FCR K=1,1l4K +Ge CHANTF

WHENEWER CHRNMRLS{K) +E. T, TRANSFER TC LF5

101



ERIM

FORMERLY WILLOW RUN LABORATORIES, THE UMIVERSITY OF MICHIGAN

VA X =G
THROUGH LP6, FCR KK=1l,1sKK .G. PTL
WHENEVER PNTL{KK,K)} .G. MAX y MAX = PNTL{KK,K)
LPé& CONTINLE

THRCUGH LPT7,y FCR KK=1,1,KK .G. PTL
WHENEVER MAX /2 aLa PNTL{KK,¥}, TRANSFER TC 0QUT1

LP? CONTIKLE
KK = 1
Qurtl LEFT = KK

THROUGH LP8y FUOR XK=PTLs—-1ls KK L. 1
WHENEVER MAX /2 L. PNTLIKK,K), TRANSFER TC QUTZ

LPeg CONTIMLE
KK = PTL
qut2 RIGHT = KK

¥MICDOLE = {(LEFT + RIGHT}/2

LEFT = MIDOLE ~ LAKMTOP/2

RIGHT = MIDCLE + LAMTCP/2

WHENEVER LEFT .La. ly LEFT =1

WHENEVER RIGHT «G. PTL, RIGKT = PTL

PT(K) = PT{K) + RIGHT - LEFT + 1

WHENEVER PASS .E. 1
(KK=LEFT 31 +KK.G.RIGHTTCTL(K) = TCTL(K) 4+ PNTL{KK,KI]}
TCTLM(K) = TOTLM{K) + PNTL(MICCLE+K)

TOTHMIK) = TOTMIK)} + MICCLE
CTHERWISE
(KK=LEFT ol o KK.G.RIGHT,TCTLIK) = TGTL(K) +
1 {PNTLIKK, K]} - FEANL{K})).P.2}
TCTL¥{K} = TOTLM(K) + (PNTL(NICDLE.K) -
1 FEANLVMIK]}).P.2

TOTM{K) = TOTM{K) + (MICCLE - MEANFIK)}.P.2
END OF CCNDITICKAL
KHENEVER PT1S L. 5 <AND. SCLARE — SCLARE + 1 .NE. O, TRANSFER TQ ERRLS
EXECUTE SIVMPSK.
WHENEVER PASS +E. 1
TCTS{KY = TCTS{K) + Q22
OTHERWI SE
TCTS(K) = TCTS(K} + {C22 ~ MEAKSIK)).P.2
END OF CENDITICNAL

LPS CONTINUE
PIL = O
PTS = C
FUMCTICN RETURN
STEP(G) WHENEVER PASS .E. 24 TRANSFER TC STCCEV

FILES = FILES + 1
WHENEVER FILES .G. FILMAX, TRANSFER TC ERR1O
THROUGH LPSy FCR K=l,le K .G. CHANTP
WHENEVER CHNNLSI(K) .E. Dy TRANSFER TC LF9
MEAND(K) = TOCTDI(K)/{(DARKE-CARKB+1)%LINES)
MEANLI(K) TCTLUIK)FPT(K)
YEANLM(K)Y = TOTLMIK)/{LINES-L}
MEANSIK) = TOTS{K)/ILINES-1)
NEANMIK) = TOTH{K)/ILINES-1)
STAT{FILES+X+1) = FEAKDIK}I®*100
STAT{FILES+K+2) MEANLIK) ¥100/GAIN(K)
STAY(FILES +K,3) MEANLMIK}*100/GAIN(K)
STAT(FILES oK +%) MFEANSIK)%210/GAIN(K])
STATL{FILES +K4+9) FEANMLIK)*100
LPS CONTINUE
PASS = 2
quT3 ZEROL(TCTDU{L)aaa TCTOUCHANNLY s TOTLU1) o u TETL{CHANNL Y,
1 TCTLM{1) e TOTLMICHANNL ) s TCTS(1)ee « TCTSUCHANNL } 2 FLAG,
2z TCTM{L}.s . TOTM{CHAKNL )
FUKCTIOM RETURN
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THRCUGH LPICy FCR Kslsly K oG. CHANTP
STAT(FILESsKosL11) = CHRALSI(K)
WHENEVERR CHNWNLS{K) .E. Oy TRAASFER TC LF10.
F1 = TCTOU(K}/{(CARKE-LARKB+L)*LINES)
STATIFILESyK,9}=5CRT.{FL)I*100
FL = TGTLIK)/PTIK)
STAT{FILES Kyb)=5CRTLIFLI*L00/GAINIK)
F1 = TCTLM(K}/LLINES=1)
STAT(FILESsK4?) =SQRT.(FL}*100/GAINIK])
F1 = TOTS{K)/Z{LINES=-1)
STAT(FILESsKyB)=SCRTL{FLI*L0/GALNMIK)
F1l = TGTPIKI/{LINES—1}
STAT{FILES KelC) = SQRT.(F1I*100
CCNTINLE
pass = 1
CATELFILES) = FOATE(3)*%L0C00 + FODATEL1)*1CC + FCATE(2)
MSSICNIFILES) = MISSCN
[(KK=LelasKKuGoBsCMMNILFILES 4KK) = CLMFNNT{KK))
TRANSFER T1C CuT3
PARAMSIC) = 4
WHENEVER TAPE oE. SPRINTS, TRANSFER TG MAT
KK = ASSIGN.(C.C)
WHEKEVER KK .L. FILES+1l, TRANSFER TC ERR21
KK = ASSIGN.I(CALIB,. PARANS(O),FILES)
{KK=191l KK i FILES, TAGIKK]} = KK}
THROUGH LPL2, FCR KK=l,Ll,KK .G. (FILES - 1)
THRCUGH LPLI3, FCR JJ=[KK+1),y1yJdd +Go FILES
WHENEVER DATE{TAGIKK)) .GE. DATE{TAG(JJ))
JEVNE = TAGIKK)
TAG(KK) = TAG(JJ)
TAG(JJ] = TEMP
END CF CCACITIChAL
CONTIMUE
CONTINLE
WHENEVER MT1 .NE. TBASEL
MOUNT . [2+TBASEL,SENSD
Tl = TBASEL
ENC OF CONDITICKAL
WHENEVER MT2Z NE. TEASEZ
MOURT {3 TBASE2 +81NS)
MT2 = TBASEZ2
FhT CF COGNCLTICNAL
WHENEVYER TAPE <E. HhEWD

IN = 563

out = 2

BINCLT = 765
BINCLT = TBASE!L
GENCLT = 1

TRARSFER TC WRTLAB
ENC OF CONDETECNAL
SETEGF. {ERRLT)
REAL AIMANY TAPE 2,4 BIN2,GENZ
WHENEVER GENZ «E. 1
GENZ = GENZ2 + 1
TRANSFER TC IMN2
ENKC GF CONGITICNAL
SETEDOF. (INZ}
REAC BINARY TAPE 3, BIN3,GEN3
WHENEWVER 8IN3 JNE. TBASEZ, TRANSFER TC 1INZ
WHENEVER BINZ .NE. TBASELs TRANSFER TC ERRL7
WHENEYER GENZ 2Ga GEN3
[N = 2
GUT = 3
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BINEN = TBASEL

BINCUT = TBASEZ2

GENCUT = GENZ2 + 1
CTHERWI SE

IN = 3

cutT = 2

BININ = TBASEZ

BINCLT TBASEL

GENCLT = GEN3 + 1
ENC OF CONDITICNAL
WRTLAR REWIND TAPE CUT
WHENEVER TAPE .E. SPRINTS
ZERCo INSCALE(1) .o NSCALE(4))}

NSCALEI(O)Y = 1
EXECUTE PLCT1.{NSCALE+5,4104+6,10)
FZ2 = 1.

WHEKEVER MISSCN — &1 .G. 0. F2 = PISSCN =~ &1
TRANSFER TO ARNC1

ENC OF CCNDITICNAL

PRINT ON LIMNE FCRMAT $H' AT ENC CF JCBs PLEASE REMOVE ',

1 HYRING FRCHE TAPE ',13%3%, BINCLT

WRITE BINARY TAPE QUT, BINOUT,GENCLUT

ZERC. INSCALE(1)4.oNSCALELS))

NSCALELC) = 1

EXECUTE PLCT1.INSCALE,5,41046,10)

F2 = 1.

WHENEVER [MSSIGN(FILES) - 61) .G. Oy F2 = MSSICNIFILES) - €1

BLOCK = GETNXT. (8}

LEVEL = GETNXT.(BLOCK+4)

ACCRES = GETNXT.{BLCCK!}

ARND1 THRCGUGH LPl4. FCR K=1l,1s K .G. 24
WHENEVER TAPE .E. $NEWS
ENTRYC ENTRYS = 0

WHENEVER TAPE .E. $PRINTS, TRANSFER TC LP1l4
TRANSFER TC SETLP
END OF COCNDITICNAL
SETEQF. [ENTRYG)
READ BINARY TAPE INy ENTRYS
WHENEVER TAFE .E. $PRIKNTS
WHENEVER ENTRYS .E. U, TRANSFER TC LP1l4
Fl = MISSCN
TRANSFER TO ARND2
END OF CCNODITICNAL

SETUP WHENEVER ENTRYS+FILES .E- Oy TRANSFER TC WRTECF
FlL = MSSICNIFILES)
ARND2 PARAMS(C) = &

KK = ASSIGN.I(C.O)
WHENEVER KK L. ({ENTRYS4FILES)*21+3), TRANSFER TO ERR21
KK = ASSIGN.ICALIB.PARAMSI{O) 4ENTRYSH+FILES,

1 {ENTRYS+FILES)*19.0a2ENTRYS+FILES)
SETOIM. LYY, ENTRYS+FILES,19)
[1 = C
JJb = C

WHENEVER TAPE .E. SNEW$ CR. ENTRYS .E. O, TRANSFER TC CMPNEW
SETEQF.{CMFNER)
RDCLD READ BINAHY TAPE IN, COATE +CWMSS,CMCLCMLCHLMyGMS4OCC+CLL,OCLM,COS,OMM,
1 CDVM,0UCMI(1)...CCM(B)
RONEW 1y =11 +1
WHENEVER I1 .G. FILES. TRANSFER TL CMPCLE
WHENEVER CCATE L. DATE{TAG{II))
11 =11 -1
EXECUTE INSERT.{SCLCS)
TRANSFER TC RCCLD
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CTHERWISE
EXECLTE [ASERT. (SNEWS)
TRANSFER TC RLNEW
END GF CCNDITICNAL
CHMPNER It = i1 + 1
WHENEVER 11 +G. FILESy TRARSFER TC PLCTY
EXECUTE INSERT.{$NEWS]
TRANSFER TL DMFKEW
CMPGLL EXECUTE INSERT.{$CLD®)
SETECFLLPLCT)
READ HINARY TAPE [N, UDATE.CFSS'ENE.CNL;EMLM,CFS.UEC.CDL.CCLM.OUS.GFH,
1 COM,CCMIL)eeaGCMIB)
TRANSFER TC OMPCLC
PLCT WHENEWFH JJ «£. Or TRANSFER TC WRTECF
(KK=111-KK-G-(EthYS+F[LESl.YYY(KK)= -4993.1
(KK=1314KKaGadJ s YYYLIKK) = YY[KK 20 )
EXECUTE PLCTZ.(IMAGE.F1|F2,VYlJJv2i*?.yYYIJJ-Z118.)
EXECUTE PLCT3. (BCO(2) wXXLLT o YYY (1) JJ)
PRINT FCORMAT $1HL.T7334H'CHANNEL "2C6*$'TlTLE(Z*K—l).TITLE(Z*K)
EXECUTE PLCT4.110,M5G1)
PRINT FORMAT SLHO.T36H'FISSTICN NUMBERY S
EXECUTE PLCTZ. [ IMAGE4FL,F2,420440.)
(KK:I.I,KK.G.(ENTRVS+FILES)QYYY(KK)= -39%.}
THROUGH LPl&, FCR I1=5¢ls 11 «G. &
[KK=1s1lsKK.GaJJeYYYIKK) = YY(KK IT)/1C.)
EXECUTE PLEI3.(BCD[II-4);KK(!I.YYY(XI'JJI
LP1& CONTINUE
PRINT FORMAT $1HL,T33,H'CHARNEL '12C6*$|TlTLElZ*K‘l];TITLE(Z*K]
EXECUTE PLCT4.115,¥5G2) : '
PRINT FORMAT $1HOT36,H*MISSILN AUMBER" *¢
WHENEVER TAPE .E. #PRINTS, TRANSFER TLC ARNC3
WRITE BINARY TAPE CUT, JJ
ARNG3 PRINT FCRMAT SlquIBZ,H'LANF'yTbO1F'LAFP',ITS.h'LAN? LAMPI/1E o

1 TIG,2(H'DARK® 453,
1 thnwp-.51,H-MlueLE'.53.H-SCLAR'.52)'T74v2(H'RESELN'-
2 it/
2 +1 CUATE WMISSICH Vo4 {HYMEANY 353 )+ SLeaETDEVY 454},
3 TT75HMEAN DEYY/ /%%
THROUGH LP17y FCR KK=1,1sKK oGe 4J
GUTIL) = YYIKK,.G?)

SUBL = YY{KKy%)

SUAl = (SLBL - SUBL/10000#1C000}%#103 + 5UB1/10000

CUTLZ2) = XX(KK)

(M=2,1,F.G.1CCLT(M) = YY{KK4FM=21})

(M=11414#.GebZ4CUT{M) = YY(KK,M+7)]}

(M=13,14F.G.20,CLTIM) = YYLKK4M-3))

PRINT FURMAT S1H 42 (164510+51,1001645S1171F +515,8C€%6, SUBL,
i CUT{2).asCUTI20)

WHENEVER TAPE .k. SPRINTS, TRANSFER TC L¥P17

EXECUTE MOVERLICUT{L1),CUTL20))

WRITE BINARY TAPE CUT, OULTIL).a.CUT(2C)

LPL7 CUNTINLE
PRINT FCRMAT $H*-SOLAR MEAN ANC SCLAR LEY ARE X1C.'/
1 H* ALL CTHER STATISTICS ARE X100.*'#%
WHENEVER TAPE .E. $PRINT$, TRANSFER TC LPLl4
WRTEGF END UF FELE TAPE CLT
FREESP.[BLOCK LEVEL ACCRES)
LPl4 CONTINUE

WHENEVER TAPE JE. $PRINTE, SYSTEK.
ENC OF FILE TAPE Cul

ENC QF FILE TAPE CUT

WFENEVER [N <E. 559y FUNCTICN RETURN
REWIND TAPE [N
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WRITE BINARY TAPE IN, BIMINyGENCUT=-1
REWI[ND TAPE 1IN

REWIND TAPE CUT

FUKCTION RETLRN

ERR1 K =1

YRANSFER TC BLEH
ERR2 K = 43

TRANSFER TG BLEH
ERR3 K = 85

TRANSFER TC BLEH
ERR & K = 127

TRANSFER TC BLEH
ERRS K = 169

TRANSFER TC BLEH
ERRE& K = 211

TRANSFER TC BLEH
ERR7 K = 253

TRANSFER TC BLEH
ERRSB K = 295

TRANSFER TC BLEH
ERRS K = 337

TRANSFER TC BLEH
ERR10 K = 379

TRANSFER TC BLEH
ERK11 K = 421

TRANSFER TC BLEH
ERR12 K = 463

TRANSFER TC BLEH
ERR13 K = 5085

TRANSFER TC BLEH
ERR 14 K = 547

TRANSFER TC BLEH
ERR1S K = 589

. TRANSFER TG BLEK

ERR 1% K = 631

TRANSFER TC BLEH
ERRL1Y K = £€73

TRANSFER TC BLEH
ERR18 K = 715

TRANSFER TC 8LEH
ERR19 K = 157

TRANSFER TC BLEH
ERR20 K = 79¢%

TRANSFER TC BLEH
ERRZ] K = 841

TRANSFER TC BLEH
ERR22 K = 883

TRANSFER TC BLEH
ERR23 K = 925

TRANSFER TC BLEM
ERR24 K = 967

TRANSFER TC BLEH
BLEH FRINT FCRMAT ERR(K)

ERROR .
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INTERNAL FLNCTICK PTPRCC.
whHENEVER TAPE .E. $PRINTS, FUNCTICAN RETURN
WHENEVER CMOCE oEuo 1y (I1=lyls0aGa24,K=DATUMII},FCATUM{T}=K)
WHENEVER IP J.LE. CARKE .AND. IP .GE. LCARKE
WHENEVER IP .E. DARKB, (K=zlslyK.G.CHANTP,MCI{K) = 0.1}
F2 = DARKE - UOARKB + 1
(K=lyl3Ko.GeCHANTP, F1 = CATUM{K),MD(K) = MD{K) + F1/F2]
WHENEVER PASS .E. 1
{K=1s1l 4K .G.CHANTP,TCTC(K)
CT1HEERWESE
(K=1l41 4K G CHANTP,TCTC{K)

TCTC(K) + CATUMIK))

TCTC(K) + (DATUMIK)
- MEANC({K)).P.2)
END CF CCANDITICHhAL
FUNCTICN RETURN
CTHERWISE
TRANSFER TC LAMP
ENC OF CCNDITICNAL
WHENEVER FLAG .E. 1 .AND. IP .LE. LAMPE .ANC. IP .GE. LAMPB
PTL = PTL + 1
(K=13l s KoGuCHANTP 4PRTLIPTL,.K) = CATUMIK) - FC(K)}
FUNCFICN RETURN
CTHERWISE
TRANSFER TC SCLAR
ENC UF CCONDITIENAL
WHENEVER FLAG «E. 1 .AND. IP .LE. SCLARE .AND. IP .GE. SOLARB
PTS = PTS + 1
{(K=1y1 4KuG.CHANTE 4PNTSIPTS4K) = CATUMIK])} - FL{K)}
FUNCTICK RETLEN
CTHERWISE
FUNCTICN RETUSN
ENC OF CONDITICKAL

ENC OF FUKCTICN

INTERNAL FUNCTICN SENMPSN.

WHENEVER PTS5/2%2 .E. PTS, PTS = PTS - 1

Q22 = PATS(L.K)

CCEF = 2.

THRCUGH LP1ly FCR KK=2,1, KK .G. PTS-1
‘WHENEVER CCEF .E. 4.

CCEF = 2.
UTHERWISE
CCEF = 4.

EnD GF CCNCITICNAL
Gi2 = Q22 + CCEF#*PNTSIKK4K)
CONTINUE
G22 = Q22 + PNTS{PTS,K])
Q22 = G22/3.
FUNCTION RETLRN
ENL OF FUNCTICN

INTERNAL FUMCTICN INSERT.L(TYPE)
MTAG = TAGI{ILI)
WHENEVEX TYPF .E. $hEwd
THRGUGH LP1%, FCR Nzlsls & .Ga. CRARNNL
WHENEVER STATI(MTAGyN.l1} <E. K
NIV AN NN §
XX(J4JY = MSSICNIFYAG)

107



ERIM

FORMERLY WILLOW RUN LABORATCRIES, THE UNIVERSITY OF MICHIGAN

(M=lslsMoGeBsYYIJJs¥) = STATIMTAGNsVF])
YY(JJ,9) = DATEIMTAG }
(KK=10,0sKKoGalToYY{JJyKK} = CPMNT{MTAG - +KK-3})
(M=1B,14M.Ga192YY{JJyP) = STAT(MTAG+NsM-9))
FLUNCTICK RETURN
END GF CCKDIVIOKAL
LP19 CCNTINUE

CR WHENEVER TYPE .E. $CLDS$
JJ = JJ + 1
XXtJJ) = LSS

¥YtJJ,1) = CMO
YY{J4Je2) = CML
YY(JJ.3) = CFLW¥
YY(JJdqya) = CFS
YY(JJde5) = CLO
¥Y(JJqs€) = COL
¥Y(JJeT) = COLM
¥YY(JJeB) = COS
¥YY(JJeS) = CDATE

EXECUTE MOVER.(CCM{1),0CH(8))
[KK=1C1eKKaGalT7s¥YJJLKK) = OCMIKK=9})
YYi{JJ,18) = COMM
YY{Jd,15) = COM
CTHERWISE

FUNCTICN RETURN

ENC OF CCNCITICNAL

FUNCTION RETLRN

ENC CF FUNCTICN
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Appendix B
PROGRAM DGNSTC.
The purpose of this program is te calculate a few statistics from multispectral data tapes
in ERIM format. These statistics can be used to observe the behavior of the data in certain
specified areas of the gcanline. This version has three options concerning the statistics ex-

tracted from a scene.

{1) The mean level and the standard deviation around this mean level of the data within a
specified area relative to some defined dark area.

{2) The mean reselm number and the standard deviation around this mean of the middle
of some specified pulse.

{3) A point plot of each absolute mean and standard deviation of a specified dark area
plotted line by line and/or a point plot of each mean and standard deviation of a spe-

cified area relative to the mean of the previously defined dark area 'plotted line by line.

For example, with the use of option (1},the user can determine if there are large-scale changes
{either absolute or relative to some other area) in an area parallel to the flight line. Option
{(2) gives the user the capability to determine how much a particular pulse is shifting back and
forth along the scanline over a given set of scanlines. The plots provided by option (3) ailow
the user to see exactly how the mean of a specified area (either absolute or relative to some
other area) changes from one scanline to the next over a given set of scanlines (trends or

discontinuities).

With all of the aptions, the user must specify the beginning and ending reselm numbers
of two areas along the flight line to be analyzed. The first area must always be specified.
The reselm numbers of the second area may be chosen such that it is zero if it is to be ignored.
In addition, the maximum number of reselms within either pulse, the option type, and the maxi-
mum number of scanlines must be specified for each set of files. Also, the user must provide
the multiplexer channel number to be referenced and the spectral channel it represents along

with the mission number, the date, and any special comment.

Option {1) averages all the reselms within the boundaries of the first area for each line
as well as over all of the selected lines. If the second pulse's width is non-zero, the average
of the first area from the previous line is subtracted from each reselm of the second area.
The result of this subtraction is averaged over all the selected lines. Then the program goes
through the data set again and calculates the standard deviation of the reselm levels from the

corresponding overall mean for the area.
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Option {2) determines the reselm number of the middie of the pulse within the specified
boundaries {see Fig. B.1). This is done for each line of the requested scene. After the aver-
age of all these middle reselm numbers is determined, the program goes back and calculates
the standard deviation of these reselm numbers from the overall mean. The method for de-
termining the middle of the pulse is as follows:

{1} FL=10.5

(2) The maximum height is determined [MAX]

{3} The reselms closest to MAX *FL are found by first searching from left to right for

the reselm whose level is just greater than MAX/2 and then performing a search
from right to left. [X & Y]
(4) If X &Y are equal to the boundaries of the pulse, FL. = FL + 0.1. Repeat (3) above.
(5} The mean of X &Y is found (X + Y)/2. This is the middle of the pulse.

NOTE: Ii the boundaries given for the pulse don't include reselms at or below the
MAX * FL level, X & Y will end up being either of the boundaries given for the pulse.

Consequently, the middle reselm number given for the pulse could be guite inaccurate.

Option (3) determines the absolute average height and standard deviation from that aver-
age of the first pulse for cach line. In addition, the user may request the program to determine
the average height and standard deviation of a second pulse relative to the first for each line.
The program then plots.

(1) The average height of the first pulse for each line
(2) The standard deviation of the first pulse for each line
{3) The average height of the second pulse relative to the first pulse for each line

(4) The standard deviation of the second pulse for each line

PREGRAM OFERATION

STEP (1) PERFORMED THE 15T TIME DGNSTC. TS CALLED OR WHENEVER PROCESS
READS MODEL = $STARTS"

This section of the program performs the initialization necessary for
POINT. and sets the default values for the input variables. Data cards
are then read which set the beginnlng and ending reselm numbers of hoth
pulses (only pulse 2 can have zero wildth; END(2) - BEGIN(2) + 1 = 0), the
maximum number of polnts in either pulse, the option type the program 1s
to execute, and the maximum number of lines to be processed. The Input
variables are then checked for reascnableness, and the necessary storage

is allocated. Control returns to point.

110



ERIM

FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

FIGURE B.1l. LAMP-PULSE VOLTAGE
VERSUS RESELM POSITION,
SIMPLIFIED

111



Z FORMERLY WILLOW RUN LABORATORIES, THE UNIVERSITY OF MICHIGAN

STEP (2} PERFORMED BEFORE EACH FILE IS PROCESSED.

First the program zeros the point index array » the date array, the
covmant array, and the mission number. Then more input cards are read
specifying the multiplexor chamnel, the spectral channel, the aircraft
channel (optional), the mission number, the date, and any special comment.
The input variables are also checked for reasonableness. The beginning and
ending reselm numbers are also checked again for reasonableness. Control returns
to point.
STEP (3) PERFORMED BEFORE [FACH POINT OF A LINE IS PROCESSED

Ne action taken
STEP (4) PERFORMED AFTER EACH LINE IN THE FILE IS PROCESSED

The average is first calculated for pulse one. If this is the flrst
line of the file,the program returns. This allows the preogram to calculate the
relative height of pulse 2 in the following line. If this is not the first
line of the file, the line counter is incremented; the middle reselm is determined
for both pulses (if option 2); the average height of pulse 1 and the relative
height of pulse 2 is caleculated (if optien 1). The mean and standard deviation of the
heipght for sulse one and pulse two (1f nonzero) are saved for later plotting

(if ontien 3). Control returns te voint.

STEP (5) PERFORMED AFTER AN ENTIRE FILE HAS BEEN APPROVED

If the first option is specified, the mean and standard deviation are
printed ;ut of pulse 1's height and pulse 2's relatiwe helght.

1f the second option is specified, the mean middle reselm number and
their standard deviations are printed for pulse 1 and pulse 2 (if requested).

If the third option is specified, the point plot image is set up an& the
mean and standard deviation of the pulse 1's height 1s plotted versus its line
number. The same {s performed for pulse 2's helght relative to pulse 1. The
pulse height (overall mean pulse helght +25) is plotted along the Y-axis.
The line numbers are plotted along the X axis. One hundred lines are plotted
per page and will continue for as many pages as required to plot all the lines
for which pulse height calculations were made. ({this may be fewer than the maximum

number of Iines declared in step {1). Coutrel returns to point.
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AVEDEV,
Given an array of points and the number of points to be referenced, this

routine calculates the mean and standard deviation of those points.

PTPROC.

This routine saves the value of each reselm that 1s within the specified
boundaries of each pulse and within the specified channel. These values
are stored in an array according to the point's position relative to the beginning
of the pulse and according to the pulse number (2 pogssible}. Pulse one is used
te dark-level-correct pulse two when option 1 or 3 has been requested. That
is, the average level of pulse cne in the previous linme is subtracted from each
point value of pulse two before the pulse two pointas are stored for later

processing.

BOUNDS.
This routire determines the middle of any given pulse using the method

specified in the introduction to this memo.

WHEN ;
SPECIFIED INPUT VARIABLES DEFAULT/MODE DESCRIPTION
STEP\l) BEGIN(1)...BEGIN(2) 0 This iz an array of

INTEGKR - ‘beginning reselm numbers for each of 2
possible pulses. These numbers must not
be less than the beginning reselm number
for the line.
" END(1)...END(2) 0 This 13 an array of ending reselm numbers
INTEGER for each of 2 possible pulses. These
numbers must not be greater than the ending
reselm number for the line.
" PTS 50 This 13 the maximum number of reselms in
INTEGER either of the pulses. This number must not

be less than 1.

113



ERIM

H

STEP(2)

STEP(2)

FORMERLY WILLOW RUM LABQRATORIES, THE UNIVERSITY OF MICHIGAN

TYPE SNORMALS
ALPHABETTC
LINMAX 100
INTEGER
REJECT $YES$
MPXMUX ALPHANUMERIC
NO DEFAULT
INTEGER
MISSON 0
INTEGER
FDATE(L). . . FDATE (3) 0

COMMNT (1)...COMMNT(8) BLANKS

ALPHANUMERIC

This variable is used to specify which
option the pfogrammer wants to use.
S$NORMALS - Option 1

$JITTERS - Optien 2

$LINPLES - Option 3

This variable specifies the maximum number
of lines that will be processed in any of
the files between this card and the next
MODE 1= S$5TARTS or

MODE 1= $RETURNS card.

This variable must not be less than omne.

This variable controls the listing
of Polnts outside *25 of the overall

mean of the plot points.

This variable is assigned the multiplexocr
channel number to be referenced for processing.
This number must be less than or equal to 13

and gresater than or equal to 1.

This is the mission number that is to be

assoclated with this file. This number

must not be less than zero.

This is the date (in month, day, year form)

that is to be associated with this file.

FDATE(1} must not be less than O or pgreater
than 12.

FDATE(2) must not be less than 0 or greater
than 31.

FDATE(3) must not bhe less than D or greater
than 329.

This is any special comment that is to be

associated with this file. No error checking

1s performed.
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OUTPUT

When TYPE = $NOBMALS

MEAN,DEV,MIN, AND MAX OF DARK LEVEL CQRRECTED PULSE

DATE = K- XA-XX
MISSION = KXAAXK "comment"
MEAN({1)= KOLKHXE L KX
Pulge 1 ¢ DEV(1)= KXXXKXK . XX
MIN(1)= XXX LINE NUMBER = YYYVYY
{\_M.A.X(l)= XXXXXXX  LINE NUMBER = YYYYYY
MHEAN(2)= AXKKXXK XK
Pulse 2 < DEV(2})= XXX XX
| MIN(2)= XXXXHX  LINE NUMBER = YYYYYY
L MAX (2)= XX(XXXX  LINE NUMBER = YYVYYY

‘The reader will notice that the minimum and maximum mean values are printed as
well as the actual line number within the file where they occurred.
When TYPE = $JITTERS

MEAN,DEV,MIN, AND MAX OF MIDDLE RESELM VALUE

DATE = XK—XX-XX

MISSION = XRXK "special comment"
MEAN(1) = TXAEXNK, XX

DEV(1)= XXX L XX

MIN(L)}= KXEIOKK LINE NUMBER = YYYYYY
MAX(1)= XEXEXEX LINE NUMBER = YYYYVY
MEAN(2) AXXHKEK . XX

DEV(2) RXKXKKX KX

MIN(Z) XXXEXKY LINE NUMBER = YYYYYY
MAX (2) XEXXXEX LINE NUMBER = YYYYYY
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In this case, the means and deviations are in terms of the middle reselm
numher for the respective pulses. In addition te the minimum and maximum
reselm numbers, the line number location within the file where the extremes
were found is also printed.

When TYPE = SLINPLTS

First the means of pulse one are platted versus their respective line numbers.
One hundred lines are plotted pet page; the plets will be continued on to as many
pages as are necessary to plot the actual number of lines processed. This plot is
followed by the overall mean, and deviation of all the lines as well as the
minimum and maximum values with line number locations. IFf REJECT =S5YES$
all those points which were not within +25 of the overall means are tabulated.

This procedure is repeated for the standard deviation of pulse 1, the mean
of pulse 2, and the standard deviatlon of pulse 2. Ho minimum and maximum

values are printed for the standard deviation of either pulse.

DATA CARDS SETUP

1. BEGIN(1) = 10,100, END(1l) = 90,190, PI5 = 91,

TYPE $LINPLTS, LINMAX = 500%

2. INBIN

700, UNIT

4, FILE =5, NSA = 100,489,1,1,200,1 *

3. MPXMUX = 5, SCHAN = 7, MISSON =12,
fDAi'Ef(l) = 10,29,73, COMMNT(1)} = $ABSURD$#*

4, FILE = 5, NSA = 100,599,1,1,200,1 *

5. MPXMUX = 7, SCHAN = B, MISSON = 12,
FDATE(L) = 10,29,73, COMMNT(1) = $STRANGE$*

6. MODEl = $STARTS *

7. BEGIN{l) = 90,10, END(1) = 190,9, PTS = 91,
TYPE = $JITTERS, LINMAX = 400

8. FILE = 5, NSA = 100,499,1,1,200,1 *

9. MPXMUX = 7, SCHAN = B, MISSON = 12,
FDATE(1) = 10,29,73, COMMNT(1) = $BROKENS *

10. MODEL = §STARTS *
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11. BEGIN(1) = 10,70, END(1) = 59,85, *
12. FILE = 7, NsA = 10,109,1,1,86,1 *
13. MPXMUX = 4, SCHAN = 8%

14. MODEl = SRETURNS *

1-3 These cards specify that a peint plot 1s to be made of 2 maximum of 500
1ines under the control of option three. Multiplexor channel 5 (representing
spectral channel 7) is to be referenced. A mission number of 12 and the date
10/29/73 is to be associated with the file. Although a maximum of 300 lines

are provided for, only 390 lines will actually be plotted since those are the
only ones processed.

4-5 These cards are a continuation of the previous processing. Therefore a
point plot is still to be made for a maximum of 500 lines with the same pulse
boundaries as were used before. This time multiplexor channel 7
(representing specttal chamnel 8) 1s to be used. This time, the full 500 lines
will be plotted.

6-9 These cards specify that optlon 2 is to be performed on pulse 1 qnly (pulse
2 had zero width) using multiplexor channel 7 of file 3. A maximum of 400 lines
will be and are processed.

10-13 These cards specify that option 1 is to be performed cn pulse 1 and I using
multiplexor channel 4 af file 7. The maximum width of elther pulse defaults to
50; the maximum number of lines to be processed defaults to 100. The mission
number and date default to zero, and there 15 mo special comment.

14. This returns contmol to the calling program.
ERROR COMMENTS
ERRORLI. MPXMUX .G. QNCHAN

The requested multiplexor chanmel number 1s greater than the number of channels

in the file.

ERROR2. PTS.L. 1
This indicates that the maximum number of points in either pulse is less

than 1.
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ERROR3. INVALID TYPE.

The variable TYPE was given some value other than $NQRMALS, SJITTERS, or

$LINPLTS.

ERROR4. LINMAX.L.1.

The maximum number of lines to he processed is less than 1.

ERROR5. PTS.L. PULSE WIDTH .L.D.

This indicates that the width of one of the pulses is either less than zero
or greater than the maximum number of points allowed in either pulse. The number
of points in a pulse is

END(I} - BEGIN{I) + 1. I=1o0r2
ERRORG., NO DARK ARFA SPECIFIED.

The width of pulse 1 is zero.

ERROR7. INSUFFICIENT STQORAGE

The particular combination of input values requires more storage for processing
than is available. This problem can be solved by reducing LINMAX and/or PTS.
ERROR8. 13.L.MPXMUX.L.1.

This indicates that the multiplexor channel number is either less than 1

or greater than 13.

ERROR9. 24.L.3CHAN.L.1.

This indicates that the spectral channel number is either less than 1 or

greater than 24.
ERROR1D., MISSON .L.Q.

The variable MISSON has been assigned a value less than zero.

ERROR11. INVALID MONTH

FDATE(1) has been given a value either greater than 12 or less than zera.

ERROR12Z. TINVALID DAY

FDATE(2) has been glven a value either greater than 31 or less than zero.
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ERRORI3. INVALID YEAR

FDATE(3) has been given a value either greater than 99 or less than zerc.
ERRORL4. BEGIN(X).L.NA.

This indicates that pulse "X" has a reselm number lower than the beginning
reselm number for the Iine.
ERROR15. END(X).6. NB.

This indicates that pulse '"X" has a reselm number greater than the ending
reselm number for the line.
ERROR16. LINES.G. LINMAX

The program attempted to process more lines than the declared maximum.
LINMAX may have been assigned an incorrect value or the NSA field of the PROCESS
input card specified more lines than were supposed to be processed.
SUBROQUTINES NEEDED

The following are a list of external subroutines needed for the correct
operation of the program.
ASSIGN. This routine performs all of the dynamic storage

allocation necessary in the A core box.

ERROR. System error processing routine
LINK. This routine provides POINT with sz connection to

DGNSTC.'s point-processing routine PTPROC.

PLOTZ. All four of these routines are used in setting up and
PLOTZ.

PLOT3. printing the point plots of DGNSTC optionm 3.

PLOTS.

POINT. This is the program that repetitively calls DGNSTC. with

different levels to progressively process the data
{see POINT writeup).

PROCESS. Fhis routine is called by POTNT. and handles all I/0 with
data tapes (in ERIM format).

SQRT. This routine calculates square roots.

ZERO. 4 This routine inserts elther a binary or floating point

zero in all of the requesfed variables or arrays.
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In addition to these external functions, a define package must also be
ineluded. This package inserts 3 new operators into the MAD complles and defines
what machine instructions they each represent. These three operators are .LI.,
.LIF., & .SI. and are called the lndireition operators. They are used in this
program in conjunction with the dynamic storage allocation routines for accessing
dynamically allocated arrays without using the usual subseription routines provided

by the MAD compiler. Instead, they use the twe internal functiona 5, & 522

defined in the program for all subscription routines.

S. is used for accessing a 2-dimeasicnal array with maximum dimensions of
(¥, LL/B). LL/B = PTS*LINMAN (OPTION l)‘or LINMAX (OPTION 2 or 3} X=2 when
TYPE=SNORMALSS, or TYPE = $JITTER$. X = 4 when type= SLINPLTS,

522,15 used for accessing a 2-dimensiocnal array with maximum dimensions
of (2,PTS). (See writeup on indirection operators).
STORAGE REQUIREMENTS

This program requires 2744 decimal locations before any dynamic storage
allocation takes place. The following equations deseribe how much additional
storage will be required for any given set of input cards.

PTS*2 + LL + 2
LL = PTS*XLINM AX * 2 When type = $ NORMALS

LL.= LINMAX * 2 when type SJITTERS

1=
1=
1]

LINMAX * 4 when type = $LINPLTS
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M LISTING ses ses asa

LN BUGNSTC.

* LEFINE PACKAGE FCR LCAC INCIRECT{a.Llay.LIF.) AND

Jre
T arp
JMP
CLA%
CLT
STC
Jp
J¥p
Lk
J0P
ENnC

JEP

S5TORE INDIRECT
MUST RE IN THE
18 IN THE & CC
FLST MAVE A MO
LEFING UNKARY CP
MCGE STRULCTLRE
E+5,AC 241

{.51«1. THE VARIABLES BEINC REFERENCELC

A CCKL BUAX, IF THE ACCRESS BEING REFERENCEC
RE BCX, THE VARIADLE CCNTAINING THE ACDRESS

GE CGF 5.
ERATCR «Lla., PRECELCENCE SAME AS L.ABS.
1 = JL1. 1

LR YO e R

T yLA,7+]

AC

MGCE STRLCTLRE

NOCE STRUCTLRE
¥OCE STRUCTUKRE
DEFINE BEINARY C
MGLE STRUCTURE
41, BT 544

C = .LI. 0y SAME SECUENCE 85 .LI. 1

TDEFINE UNARYTOPERATOR™VUIFY Y PRECECENCE SAME AS JABS.

G = «LIF. 1y SAmME SEQUENCE AS LI, 1
1 = .LIF. Cy SAME SECUENCE 2§ .LI. 1
PERATCKR .501.9 FH:CELENCE SAME AS =

1 =1 .51, 1 ’

T3 A0, ¥4

4G NG, EH]
F+1CaLAy%43
4114 AC y% 41
T+ 2.LA,%¢]
&)

2

J\

A
7
A
[
A
.
AT
=6
T

*=1C
T

* 12

MOCE STRUCTLRE
MOCE STRUCTURE

HOCE STRUCILRE
. NORMAL MUDE 1S

1

i
2
3

 FLCATING PUIAT

C = C .51, Oy SAME SEQUENCE AS 1 .51. 1
1 =1 .5]. 0y SAME SECUENCE 25 1 .51, 1
C=10C .51« Ly SAME SECQUENCE AS 1 ,51. 1

INTEGER
Fle  MEANSDEV,TCT4SCRT ., FCATUM[24) ,MX1,

EELC)X({1CC)

DIFMENSICHN Btulhl?)thO(Zl,PARAMS!“)nPT(Z)vFDAIE[Bl,LDNMNTlGIt

MINEZ2) oMAXAZ2) o NSUALE(GY pLINMIANI2 ) JLENMAX(23,T1IT(3)

EGLIVALEKRCE (FD
{#N
{1F
INCy

TVFCTOR VALLES E

ATUMGDATUM) 4 (PNTLoFARANSIL)] ,
TFPARANS(2)) o {EE{O),JUKKIQ)) o
LAGLFDATEY 5 (PTLLENTY

EAD} , (MS,BEGIN).
KREICLY) = FHPLEFAEFERRCHZ. PTS obae la'%
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Mo

STEP{L)

A L& SO

1

TTTRRENEVERTPTS L. LT

FORMERLY WILLOW RUN

SH*L#4 2% RRCR3,

LABORATORIES, THE UNIVERSITY OF MICHIGAN

STATEVENT LARGL STERIN)
ERASABLE JURKK([225) 4UUNIT ,CREEL +CFILESCLINESTWRITE.QCHAN,

CRWOS +PREG W N¥UDEL 4 MODE2 yUNITSCALINE,COLINEfNSA,NSBy
KRS hASND KPP e IDULY s TFLAG, TPACK ,RESERVI4),GFACTR{49 ),
OTITL281S) 4 GTITLELLS},GLISTLLIY),CSPAREL4E),CFLAG,
CUARG s GBANG yCRP ¢ CNA JLNSS s CACHAN s MU E 4 CRECA: QRELE,
GFLLE yCREEL 4GNWHES

CATAL473) g ITEST yCSTART JCSTART ANV RXoeCaLl s [Py

ICPSNCP G NEXTSTART2  REAGTZ,REALLZ2 ,REACP2,LABEL2,
EXTHAL2C) sLATUM(24), ICCEREI24 ), [CRAKT24), FMAGEL 10407
FLRCTION S22.151,52) = PTS#(S1-1} + §2

[NTERIWAL FUACTICK S.053,54) =LL/B%(S3-1) + S4

WHENFVER MEXT oGe 59 FUNGTICH RLETURN

TRANGSFER TC STER(KEXT)
LINK (P TPRCGC.)
TLOFL e neHAR T
LINMAX = 1CC

PTS = 5¢C

TYPE = ENCRMNALS

REJECT = FYLSS
{K=1eleKo.G.8,CCMFRNTIKY = $ $)

JERU e IBEGIN. o o HEGINTZ ) gENC e o o ENGIZ2 ) ¢ PARAMS . o u PARAMSL2)

NSCALEI(1}...NSCALE(3))

ERASARLE

INTERNAL

REAL AND PRINT DATA BEGIN[Ll), EMD{L}s PTS. TYPE, LINMAX
H&CALE = 1

NECALE(2) = ~1

NSCALE(4) = =1

TRANSFER TC ERR2
C WHENEVER TYPE WNE.
TYPE .ME. SLIAPLTS
T IRANSFER TC ERR3 T
CR WHEREVER LINMAX
TTTTTRANSFER TO OERR4
END GF COGNDITICNAL

$NOKMALS .ANC. TYPE JNE. $JITTERS LAND.

sla 1

TTTRACUGH LM, FOR 1=1,1, I LG, 2

i

1

mlIEMEVER END{1)}-BEGIN{L}+]1 +L. O .CR. EKC{I)-BEGIN{I}+]l .G. PTS.

TRANSFER TC EHRRY9
CONTINUE
R
F1 = ENDI(1}
WHENEVER F1

{TYFE «E.

- BEGIN{L) + 1
aLe 1s AND.
$nGRMALS LUOR. TYPE

«Es SLINPLTS),

122

TRANSFER TO ERR&

VFCTOR VALLES ERR(041) = INVALFC TYPE.'® t
VECTOR VALUES ERHIOHB) = SHOL¥F0¥RERRCR4. LINMAX L. L.'® $
VECTOR VALUES ERR(LZT) = SHYLl##$+#ERRCRS. PTSaL. PULSE WIGTH .L.C.'%3%
VECTOR VALLES ERR(LED) = 6HTI##32HERRCR6. NO DARK AREA SPECIFIEC.'# 3
VECTOR VALLES ERR{211) = $HYI###2%ERRCRT. INSUFFICIENT STORAGE.'® 4
VECTUR VALLES ERR(253) = SHYL###3#ERRCRA. 13 .L. MPXKUX L. 1.'% 5
VECTGR VALUES ERR(235) = Mhtls*#3¢EPRCRY. 24 L. SCHAN L. Ll.'% 3
VECTOR VALLES ERRI33T) = fHUIE###%ERRCRIS. MISSLN L. Q.7% 5
VECTOR VALLES ERR{379) = $H'1##%#+ERRCR1L. INVALID MONTEH.'® 5
VECTOR VALUES ERRU42Z1) = $HYL##$#$ERRCRI2. [NVALIT DAY.'% B
VECTIOR VALLES EHRI463) = SH'L#%%+%ERRCRL3. I[NVALIC YEAR.'# $
VECTOR VALLES ERRL506) = SHUL#¢ 42X ERRCRL4. BEGIN( 9 I1yH') L. WO '¥ &
VECTOR VALLES ERRI547) = SHYL####2ERRCRL5. ENCL*,11,R*) .G. NP, ** 3
VILTUR VALUES FRRISE9) = SHO1E##¥#3ERACR1G. LINES oG. LINMAX.®# b
VECTUR VALLES ERR{631) = $HL##9%4ERRCRLI. MPXMUX .G, GNCHAN,®# 3
VECTOR VALLES ASG(O) = BMEAN LEVELS -

_ VECTGR VALLES PSGI2) = SDEVIATICN LEVELS
VECTUR VALLES NCHAR = 10,0,15
VECTOR VALUES BCO = $¥3
YECTOR WVALLES TIT = SSTANDARD CEVS,BMEAN ¢
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LL=z PTS*#LINMAX®Z
WHENEVER TYPE LE. $JITTERS, LL= LihVAX#*Z
TWRENEVER TYPE LE. SLINPLTE 7 '
LL = LINNMAXES
i = 4
END OF CONDITIONAL
KK = ASSIGRNL{C,C)
WHENEVER KK oLe LL+ PTS%2 + 2, TRANSFER TC ERR7
KK s ASSION. (D PARANS,PTS*2,L0)
FLNCTION RETURN
STEP {2} ZEKC e (P TewaPT{2) yEDATE .« FCATE(3},FLAG,LINES,MISSCN)
SCHAN = 24
READ ANC PRINT DATA MPXMUX,SCHAN,MISSUN,FUATELL) COMMNTL1),REJECT
WHENEVER MPXMEX L. 1 JCR. MPAMUX .G. 13
T T IRANSFERT TC ERKE T ’ C
CR WHENEVER SCHEAN .Le 1 JCR. SCHAN +G. 24
TRAKRSFER TC ERRY
CR WHENEVER MLSSGh L. O
TRANSFEY TC FHRLO
0 WHENEVER FDATE(L) .L. © «CR. FOATC(Ll) .Ga 12
e roenEvER A AL A
CR WHEKEVER FOATE(2) oba O JUR. FLATELZ) Wbe 21
g TRANSFER TC ERR1Z
GR WHENEVER FUATE(3) obL. O LUR. FUGATE(3) .G. 99
TRARSFER TC ERRL3
CK WHENEVER MPXMUX Ga CNUHAN
TEARSFER TC CRRI ) ’
NG UF CONECITIENAL

FMIA(L) = S69
MENE2E = $573
FAYL1) = -9S9
PAXERY = =G5

Cme T SRR QUGH KP2, TFORTT=151 U6 T
WHEWEVFR BEGIN{I) <L NA
TRANSFER TC ERRL4
R WHENEVER EAUDCL) .G. ND
TRANSFER TC ERRLS
ENG OF CUADITICNAL

LP2 T UTTTTLONTINLE Lo T e
FLNCTIUA RETURN

STEP(2) FUNCTIDON RETLURN

STEPC4) TFLAG = 1
EXFCUTE AVEDEV. [JUNK(TTTTTK-PNTL+522.{1,01),

1 END(LI=-BEGIN(1)+1)
Ty = MEAN C+ ,E T T T
WHEREVEY FLAG JEa O
FLAG = 1
FUNCTICA RETURN
ENC COF CONCITIOCNAL
LW LINES = RINZS + L
WHLNEEVER LINES G, LINMAX, TRANSFER TC E£RR16
THRUUGH 1P3, FCHR [=14ly I +G. 2
WEENEVER CAR(TY — BEGINII) + 1 JLE. O, TRANSFER TO LP3
WHENEVER FYPFE E. $JITTERS
CXECUTE BLUKDS. .
C(PNTF-5. (1 LINES)) .SI. MIGLCLE -
WHENEVER MILDLE + BEGIN(IY — 1 «Ls MINT)
MINII) s MICOLE + HEGIN(IY = 1
LISNMINGL) = LINES + NSA - 1
ERDG CF COMCITICNAL
WHEREVER MICOLE + BEGIN(I) — 1 .
MaXi(l)y = MILOLE + BEGEN(I} =-
LIaMAX{L) = LINES + NSA - 1
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EXD CF CONCITICNAL

TRANSFER [C LF3

OR WHEKEVER TYPE .C. BNORFMALS
T {K=1sleKeGo (ENDUTI=BEGIN(LI+1)y PTLL} = PLLI} + 1,
i U UPNTF=S.(1,PTLL1))) oSls LI (PNTL=522.01,K)1)
T ERD UF CCNDITICNAL
TFLAG = 1
WHENEVER [ .E. 2y EXECUTE AVEOEV.(JUNK(TTTT7IK-PNTL4522.124+C} 1y
ENC(2V-BEGIN(2)41)

e

T TWHENEVFR MEAN JLl. MINCID
CMEN(LY = FEAN + .5
LINMENIT) = LINES + NSA -}
END OF CCADETICNAL
WHENEVER MEAMN .G. MoX(I)
MAXL1) = MEAN + .5
TLINMAX(L) = LINES + KNSA -1
END OF CCARITICNAL ,
TWHEMEVER TYPE .f. SLINPLTS
{PNTF=S. (1%2=1,LINES)) .S1. FEAN
[(PNTF-So(1%2,LIKES)Y .ST. DEV
i

LP3 CONTENLE
FUNCTION RETURN o
STEPIS)  wWHENCVER TYPE E. $NORMALS
PRINT FUGRNMAT $HYLMEAN, CEVye MINy ANC PAX COF CARK LEVEL CORRECTED',
1 H* FULSEL'///%%

£ WHENEVIER TYPE .E. 3JITTERS
PRINT FCHKMAT $H'1MEAN, CEVe MIh, ANC NAX OF MICOLE RESELM VALUE.'/
1 J 1%L
©OERE UF CLaDETICKAL
PRINT FURNVAT $H'-CATE = *,12451,12,5141245104H*#ISSICN = *416+51C,
1 BCE®§, FCATE{L)...FDATE(3)4VMISSCN,
2 COMMAT{LY .. .COMMATLE)
WHEREVER TYME L£. SLINPLTS, TRANSFER TC LINPLT
THOLUGH LPS, FOR I=3l,1y | 4G 2
WHENEVER EAND(IV=-BEGINGIY+l ..LE. Or TRARSFER TG LPS
WHENEVER TYPE .E. $NORMALS
EXECUTE AVEDEV.(JUNK{TTTTTE=PNTF+5.01,40))+PTL1})
OTHERWISE
EXCCUTE AVEDEV. [JUNK{TITTTR—PRNTF+S5.{140) ), LINES)
MEAN = NEAN + BEGINII) — L.
TEND OUF CCNDTFECNAL - 77 T
PRINT FCRMAT $H't MEANCY,ILl4H') = ¢,510,F10.2/H" DEVI*sIleh*) = 1,y
S1C,F1C.27
Et MINCO4T1yHYY = 9,510,17455,HYLINE KUMBER = *,16/
TRY MAM[YSILaH') = 1,S1G, 17959 «HILINE NUMBER 2 9, l6%%,
2 LyMEANGTADEVLaMINCI) g LINNINCE) o 1o MAX UL, LENHAXET)
LPY CoNTINGe ~ 77 7 B ' '
LINPLT WHENEVER TYPE LE. SLINPLTS
o EXECUTE PLOTLe (NSCALE$5410,5420)
IFLAG =
THRLUGH LP10s FCR 1=1l.1, 1 .Ge &
MS = 2
TWHENEVER 1/2%2 JNEe Iy MS = C
d = {1+1)/2
"WHENEVER EROLJ) = BEGINUJ) + 1 oLE. O, TRANSFER TC LPILO
CXECUTE AVEDEV.LO4LINES}
THRCLGH LPYl, FCR2 LCNT=101l41C0s LCNT .GE. [LINES+101)
(K={LCKT—100) 1 4KuGu {LCAT=1}; X{K-LCNT+101) = K}
TEXECLTE PLOT2. € LMAGE 4 LCAT=1o s LCAT=1014sMEAN+25.,
1 MEAN-25.)
NC = 1cCC
WHENEYER LINES oL. LCNT#1y NC = LINES = LCNT + 101
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FXECUTE PLCT3.{HCE,X{1) EE(TITTITK — PNTF +

1 §. (1 LCNT=1001),nC)
o na INT FCRNAT SLHL o552 .HYPULSE "3 11451206 % 640
I TLTLLI-142%20%2) 4 TIT(L1=1/7222)%241)

EXEULTE FLET4. {NCHARIMS} MSGIMS))
PRIAMT FORMAT $1HY,5554R"LIAE NUFEER®*S

LP11 o © LCNTINLE
PRINT FORMAT SHYLNMEAN = '455:F10.2//K' TEV = VaSELFLIC /TRy
I T MEANLLEV T ‘
WHENEVER 1/2%2 JKE. 1
PRINT FORMAT $H® MIN = %,8%,17.55,R"LINE NUMEER = Ve 184/
1 MY MAX = ",55,17:+55,F*LINE NUMBER = *o16%5,
2 MINCJ) LINFINGI) o FAXTI o LINMAXTD)

ENDY CF CUNDITICNAL
e e T NN EVER T REJECT oE. $ACS, TRANSFER TG LPIO
KK = C ..
T PEINT ECRNMAT $1H1,550,HYPCINTS CUT CGF RANGE'/LH 5545 H'LINE',
1 SO, HIFMEANT 55, HYSTRURL DEVY/ /%%
o THRCUGH LP4y FCR LCATsl,1, LCAT JC. LINES
WHENEVER EE{TTTITR—PUHTF+S. (L 4LCAT)) oL PEAN+25, JANDL
R S T URELTTTITE-PNTE+S. (I3 LCNTYY o5, VEAN=25.y TRANSFER T0O LP&
KK = KK + 1
PRINT FORMAT S1H +544+164524F10.2¢52F10.2%%, LLNT,

1 CEATTITTIR=PRTT+Sa (J¥F2=1, LCNT I Dy
2 - EE(TTTTTK-PNTE+5. (J#2,LLAT )
LP4 CONTINLE
S - B I N TOFORVMAT SH'STOTAU NUMBER CF POINTS OUT OF RANGE = YyI6%5, KK
LP1C CONTINRLE

FnD UF CCNDTTICNAL
PRINT FGRMAT SLHL1*S$
FURCTION RETURN

BLEK1 PRINT FCRUAT EHRUKY 41
R
EREL K = 631
TRANSFER TC BLEH
ERR2 K o= 1
TRAXSFER TC BLFH
ERK3 K = 43
: T O TRANSFER TC BLEH —U T T
ERK 4 vo= BS
TRANSFER TC RLEH
ERRS K o= 127
TRANSFER TC HLEH
ERRG6 K = 169
TRARSFE®R TC BLEH
ERRT ko= 211
TRANSFER TL BLEH
ERR S K = 253
TFANSFE# TC BLEH
ERR9 K = 295
TRANSFER TC ELEH
ERRLG kK o= 337
TRANSEER TG ELEH
ERR11 ko= 3719
THANSFER TC JLFH
ERRYZ W = axl .
THANSTER TC BLEH D
ERRL3 K = 483
TRAKSFRR TC BLCH
ERRla ko= 55
TRENSEER TC BLEMI
ERRLS K = 547

TTKANSFER TC PLEHI
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ERR16 K = 589

TRANSFER TC HLEW
BLEH  PRINT FCRMAT ERRIK)

INTERNAL FUNCTICH AVECEV. (FAT4PATS)
WHENEVE? [FLAG €. L
TTTTREAN = {TOT=C.yK=Leb oKL GLPNTSy TCOT # BNT(K)) / PNTS

TCT = (TCT=0,4K=1yl4K.GuPATSy TCT ¢ [PRT{K)~-MEAN).P.2)
CEV = 3QRT.OTICT/PATE)

CTHER W SE
MEAN = (TCT=C. K=141,K.GuPNTS,
i TCT + WLIFa (PNTF=Sa (14K} })/PNTS
T TUT = (T1CT=C.eK=lyl ,KeGLPRTS, '
1 TET + (LLIFLEBNTF=SotIoK}) = VEAN).P.2)

DEV = SCRTLITCT/PNTS)
ENG UF CONDLTICNAL
FUNCTION RETURN
ENL CF FUNCTICN

INTERNAL FUNCTICKN PTPROC.
THRCUGH LPEy FCR [=21y141 «Ge 2
WHCNEVER I8 LLE. ENOLLY JAND. IP JGE. BEGIN{I)
wHENEVER CFCDE +E. 1
T K = FOATUM{NMNPXNMUX)
NATUMIMPXNUX) = K
EnD CF CCRUBTICHNAL
WHENEVER TYPE JE. HJITTERS CR. {1 «E. 1 .AND.
I {TYPEF .F. $NORMALS CR. TYFE .Ce $SLINPLTS))
IEANTL=-5722. 0T (IP-BEGIN{LI+1))) oS5l CATUMIMPXMUX]
o e e o B e R s
(PINTL=SZ22. [T, (LP=-BEGIN{LYI+L))}) o51.
i DATUMMPXMUX) = U
ERD CF CUADITICHNAL

END OF CCNDITIENAL
LP6 CORTINUE

TTRUNCTIEN TRETURNT
ENC OF FUNCTICN

T INTERNALTFUNCTION BTUNDS. 777
MXL = 0.
THROUGH LP7y FOR KK=l,ly KK .G, (ENDLTI-BEGINLI)I+1)
WHENEVER JLI(PNTL-522.(E.KK)} oG. MX1,

1 ML = JLT.(PNTL-522. [ KK})
Lel LCONTINUE N I e
e 0 T

THRCGUGH LP12, FOR Fl=.94.14 LEFT .NE. 1
THRUOUGH LPHy FOR KK=1l,1 8K oGa (EMC(I)-BEGIN(I)}+1}
_ WHENEVER MXL%F] LE. JLIL{PNTL=-522.(1+KK)}s TRANSFEK TO CUT1
LPH CUWTLRUE
ourtl LEFT = KK
LP12 7T CONTINGE
TEROLGH LPSy FCR KK=(ENUTL)-BEGINI{}+1l)s=1y KK L. 1
WHENEVER MXI%F] JLE. JLILIPNTL=522.0T4KK)})y TRANSFER TC CUTZ
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LPS CUNTINUE
aur?2 ’ RIGFT = KK ’
MICULE = (LEFY + RIGHT + 1172
TEUNCTIGN RETLRN R '
ERD (F FUNCTILN
"ENL UF FUNCTICH

FORMERLY WILLOW RUN LABORATORIES. THE UNIVERSITY OF MICHIGAN
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Appendix C
RADIANCE CALIBRATION

The scanner calibration lamp signal is used basically as a transfer standard to obtain the
apparent spectral radiance of terrain objects. Its main purpose is to account for responsivity
changes in the scanner system. In general, these are almost impossible to monitor conven-
iently. The scanner components themselves are designed to respond linearly with increased
radiance from the ground terrain (i.e., an increase in radiance gives a corresponding increase
in detector signal). Hence, the scanner detector voltage for each channel can ﬁe represented

by the following general equation:

VT+p(") = K[Lp(r) + Lp().)] (C.1)
p EL()
Lp=—2—

where VT+p(A) = scanner signal voltages recorded by aircraft recorder for each channel
K = constant dependent on system factors such as responsivity of detectors and
photomultipliers, system transmission losses or gains, etc.
LT(?L) = radiance of target {assuming a Lambertian surface) for each channel
Lp(h) = radiance produced for each channel by scattering of radiation by molecular
and aerosol particles in the atmosphere

p_= object directional reflectance

At present, the quantity Lp(h) is impractical to measure conveniently and simultanecusly
with airborne scanner imagery. Considerable effort is being spent on modeling the atmosphere

so that the appropriate corrections can be made in the data during processing.

In terms of scanner radiance calibration, however, it is not important to consider the
individual terms of Eq. C.1, but rather the total radiance received at the scanner's aperture.
Hence, the apparent target radiance (which includes the contribution of path radiance) is a
more appropriate quantity to measure. Simplifying Eq. C.1, then, we get

VTer = KLT+p(?L) {C.2)

where LT+p(;\) = apparent radiance of target [LT(A) + Lp(h)] for each channel

Were it not for the fact that the constant K in Eq. C.2 actually does vary somewhat be-
cause of changes in detector and responsivity, the radiance calibration of a scanner would be
easy. A quick look at a radiance source (such as a reflectance standard illuminated by cali-
brated irradiance standards) would suffice, Since it does vary, however, a means of removing

K from Eq. C.2 is necessary.
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The prime purpose of the lamp reference source, as stated earlier, is to remove the
factor K. This is done by dividing the voltage obtained from the target by the lamp voltage.
Hence, if the target voliage is given by Eq. C.2 and the lamp voltage is given by

v, = KLL(A) (C.2)

then, dividing C.2 by C.3 we get

B VLLT+p(R)

Viip © L ()

(C.4)

Radiance calibration is performed in a similar manner except that the target, instead of
being a terrain object, ig an object of known radiance. If the calibration target is 3M white
paint (a well-measured and stable reflectance standard) illuminated by quartz-iodine lamps,

then the voltage generated by the radiance standard is

VSM(A) =K L3M(>\) (C.9)
Lo Eqrit)
, _T3IMTQIL
where L3M(A) B —
EQI = gpectral irradiance of quartz-iodine lamps
p3M = directional reflectance of 3M white paint

K' = system constant which has varied from K in previous equation
Dividing C.5 by the lamp voltage
Vi) =K'L () (C.6)
we get

Vi PonEarit) ‘
_LMIMTQI
Vam = LL(Ajn (c.7)

Substituting Eq. C.7 into Eq. C.4 and rearranging, we have

Vv Vo i\ DanEqqlr)
Y\ Vo \Psmtar
Prap™ = (VI)(VWX 7 ) | (c.8)

Equation C.8 gives the apparent radiance of the target in terms of known or measured

quantities. It is cbvious from Eq. C.8 that the accuracy of radiance calibration depends upon

two factors: (1) how well Pant and EQI are known, and (2) LL(A) remaining spectrally constant,
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Appendix D
PROGRAM LAMRAD.
The purpose of this program is to calculate a set of statistics from a set of special test
runs on the M-7 scanner. These statistics are used to determine the radiance of the lamp
reference source at various current levels. The test runs are made with the aircraft on the

ground hooked up to laboratory power with a special test panel sealed underneath the scanner.

The user must specify the reselm numbers of the beginning and ending of the dark area,
the lamp pulse and panel pulse (whose average height is to be determined), and the lamp pulse
and panel pulse (whose integral is to be determined). Before the lamp pulse or pahel pulse is
used, the mean of the dark level from the previous line is subtracted from each reselm of the
lamp and panel pulses. We assume that the dark level does not change significantly from
line to line, After this, a given number of reselms are selected at the top of the panel pulse
and the lamp pulse. The level of these reselms is averaged over the entire set of lines re-
quested for the lamp pulse and the panel pulse. At the same time, the integral of the entire
lamp pulse and the panel pulse can be calculated for each line and averaged over the requested
lines. This is, in turn, divided by a specified pulse width resulting in a number equivalent to
the mean height. After this, a level ratio (ratio of the mean lamp level to the mean panel level)
and an integral ratio (ratio of the mean integral of the lJamp pulse adjusted by the lamp pulse
width to the mean integral of the panel pulse adjusted by the panel pulse width) are calculated.
These two ratios along with the mean lamp level, mean panel level, mean lamp integral, and

mean panel integral are used to calculate the standard deviation of the respective means.

The level ratio standard deviation is calculated by determining the level ratio for each
line and determining the standard deviation of these level ratios from the mean level ratio for
the file as a whole. A similar process is used for calculating the standard deviation of the
integral ratio. The standard deviation of the lamp level and panel level is calculated by de-
termining the square root of the average squared deviation of each of the selected reselms
from the corresponding mean lamp level or mean panel level. A similar process is followed
to calculate the standard deviation of the mean integral level for the lamp pulse and the panel
pulse. This is done for up to 13 possible channels. The procedure for selecting the reselms

at the top of the panel pulse and the lamp pulse is as follows:
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1. The maximum height is determined [MAX].

2. The reselms just above MAX/2 (4*MAX/5 if this is the panel pulse) are found [X&Y] .
If the pulse boundaries are too close or the digitizing gates were too narrow, X&Y
may correspond to these boundaries,

3. The level of the X&Y reselms are compared. If the difference between these levels
is greater than 10 units, a 2nd degree curve is fitted to the data points. The curve is
then extrapolated to determine the X&Y boundaries such that they have equal levels at
these new boundaries.

4, The average of X&Y is found (X + Y)/2.

5.  The reselms selected are those (TOP-1)/2 reselms on either side of (X +Y)/2.

The aforementioned calculations are performed for each file of the given set of files re-
quested. After all the files have been processed, plots are made of the integral ratio vs. lamp
current and then the level ratio vs. lamp current. These two plots are followed by a table of
all the calculated statistics. The plots and table are made for all channels that were requested.
Although the user must specify a certain area as a dark area to be used in correcting the other

pulses, the user may also calculate:

a. Mean and standard deviation levels of two pulses. The number of reselms selected
for either pulse may be different.
b. Mean and standard deviation integrals of two pulses not necessarily related to the
previous pulses mentioned in (a).
NOTE: In order for this program to work correctly, all pulses must be positive-going.
Also, each set of lamp radiance tests must have the files in ascending order of lamp currents

and the lamp currents must be evenly spaced.
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STEE(I) — PERFQRMED 4.ST Iiﬂg FUNCTIbN‘CALLED QR.WHENEVER "MODEL" = $STARTSS

This step initiates the maximum number of channels to be referenced and the
maximum number of files in the set of radlance test runa. Also the minimum
and maximum lamp currents are initialized in additiom te¢ the maximum number of
reselms in any pulse and the maximum number of reselms to be gelected at the top
of the pulses. The beginning and ending reselm numbers of the pulses are zeroced.

Data cards are read in (if any) that may alter the table of conatants used
in caleulating the radiance ratios, the maximum number of files in a set, the
beginning and ending reselm numbers of the pulses, the maximum number of channels
to be referenced, the minimum and maximum lamp current values, the number of
reselms to be selected at the top of the pulses, and the maximum number of points
in any pulse. These values are then checked for reascnableness and the storage
for the data base is allocated.

At this time, as many cards are read in as there are channels to be referenced
Each card specifies the multiplexor channel number, the spectral channel it
represents, the aircraft channel it represents  and the lamp and panel pulse
width constants to be used with this channel. Each card is checked for
reasonableness and then a2 title is printed describing the spectral channel. After

all cards are read In, the pass number is set to l,and control returns to POINT.

STEP(Z) PERFORMED BEFORE FILE IS PROCESSED

The totalling arvays and the point counters are zerced. Tf this 1s the first
pass through the file, the actual number of channels in the file is checked to
make sure that it isn't less than the number of channels to be referenced.
Also, the beginning and ending reselm numbers of the pulses are checked to make
sure that they are within the 1limits of the lines In the file. Control then

returns to POINT. ‘ L
STEP(3) PERFORMED BEFORE EACH POINT OF A SCAN LINE 1S PROCESSED.

. No action taken.
STEP (4) PERFORMED AFTER EACH LINE IN THE FILE IS PROCESSED.
If thie is the first line, the line coubter is incremented and the average

level of the dark area 1a determined. XNo other processing is done on the first

line. Control returns to POINT.
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For allsucceeding lines during the first pass, the line counter is incre-
mented and the following occurs.

1. Reselms are selected at the top of the 2ad .and 3rd pulses as
described in the introduction of this memp. The number of points actually
selected is accumulated in the point counter "PNTS'" for later use.

2. The value of each reselm is accumulated for the first 3 pulses.

3. A simpson integration is performed om the 4th and 5th pulses and
adjusted by their respective pulse width constants. These are alsoc accumulated
separately.

4. The point counter "PI" is zerced.

5. Control returns to point.

For all succeeding lines during the 2nd pass, the line counter is incremented
and the following is done:

1. The squared deviaticns are accumulated for the lst through 3rd pulses.

2. The mean is determined for the 2nd and 3rd pulses. Then the 2nd pulse
mean 1s divided by the 3rd pulse mean. This ratio is then multiplied by the
appropriate factor from the table (the level ratio)

3. The squared deviation of thils ratio from the overall mean ratio is
accumulated.

4. The squared deviation of the integrals are accumulated for the 5th and
6th pulses.

5. The adjusted integral of the 5th pulse is divided by the adjusted
integral of the 6th pulse. This ratio is then multiplied by the appropriate
factors from the table {the integral ratio).

6. The squared deviation of this ratioc from the overall mean ratio is

dccumulated.
7. The point counter "PT" is zerced.
8. Control returns to point.
STEP (5) PERFORMED AFTER AN ENTIRE FILE HAS BEEN PROCESSED
If this is pass 1,
1. The file counter is incremented and checked to make sure it hasn't

exceeded the maximum number of files set in STEPF 1.
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2, The totals for pulses 1 through 3 are divided by the actual total number

of reselms referenced (stored in the point counter "PNTS").

3. The totals for pulses 4 and 5 are divided by the value of the line
counter minus 1.

4. ‘The mean of pulse 2 iz divided by the mean of pulse 3. This ratio 1s
multiplied by the apprepriate factor from the tabie. This new number is the
overall mean of the level ratio.

5. The mean of pulse &4 is divided by the mean of pulse 5. This ratio is
multiplied by the appropriate factor from the table. This new number is £ﬁe
overall mean of the integral ratio.

a. If TYPE = S$PWIDTES, the mean of the lamp level Is saved for later
calculation of the pulse width

7. The pass number is set to 2 and control returns to POINT.

If this is pass 2,

1. The totals for pulses 1 through 3 are divided by the actual total number
of points used (PNTS). The square root of this numbef is called the standard
deviation.

2. The totals for pulses 4 and 5 are divided by the value of the line
counter minus 1. The square roots of these numbers are called the standard
deviation of the integrals.

3. The totals of the level ratio and integral ratio are divided by the line
counter minus 1. The square roots of these numbers are called the standard
deviation of the level ratlo and the standard deviation of the integral ratio,
respectively.

4. The pass number 1s set to 1 and control returns to POINT.

STEP (6) PERFORMED WHENEVER MODE1 = $FINAL$

This step ia nﬁt performed 1f TYPE is not equal to FWIDTHor if any of
the pulse widths are zero.

All previous working storage i1s freed except for the ‘arrays contalning

the results calculated in step 5. New storage is allocated for use by this section

of the program. The plotting Image array 1g setup and the X coordinates are
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determined. These X coordinates correspond to the lamp current and are calculated
by dividing the interval between the mipimum and maximum current levels (set in
STEP1) into as many intervals as there are flles in thls set. The plotting
routine is then called three times, with three different sets of Y coordinates
The lat time is with the lewvel ratios, the 2nd time with the level ratios multi-
plied by 10, the 3rd time with the level ratlos multiplied by 100. The plet
is theﬂ made.

The plotting routines are then setup all over agaln and the. integral ratios
for each current are used. Again the ratios are plotted 3 times. The plot is
then made.

Finally, a table 1s produced of all the results:

1. Mean of the dark level, the lamp level, the panel level, the level ratios,
and the integral ratio.

2, The standard deviations of all of the above.
Control returns to POINT.

PTPROC.

This routine saves the value of each reselm that is within the speéified
boundaries of each pulse. These values are stored in an array according to the
position relative to the beginning of the pulse (the point counter), according
to the multiplexor channel number, and according to the pulse number (5 possible).
Pulse number one is considered the dark level and its uncorrected value 1s saved.
All remaining pulses are dark-level corrected before being stored. That is, the
average dark level of the previous line 1s subtracted from each point value
before it is stored.

BOUNDS ,

This routine selects the points iIn the 2Znd and 3rd pulses that are ta be
used 1n calculations. Tt calculates the reselm numbers of the left and right
boundarties relative to the beginning of the dpulse. (The selecticn procedute
1s described in the introduction to this memoJ In addition, this routine
counts the number of points actually selected for each pulse of the first
three pulses for each channel. These numbers are used later in calculating

the mean and standard deviation of these pulses (see STEP5).
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ADJUST.

This routine is called by BOUNDS. whenever a least-squares curve fitting
ig to be done. It takes the calculated coefficients from LSQAR. and sclves the
quadratic equation for the reselm number that will result in a symmetrical pulse.
This reselm number is then used to determine the left and right boundaries of the
set of reselms to be selected.
SIMPSN.

This routine performs a Simpson &ntegration of pulses & or 5. The formula

used is: sz- Xl + 4X2 + 2X3 + 4x4 + ...+ axn_z + 2Xn_l + Xn
n must be odd
n>?5
INPUT VARIABLES
WHERE USED VARIABLE DEFAULT DESCRIPTION
STEP (1) FACTOR (1) (1) 2725, (13} 1244.3 ‘table of factors that ratio of

(2) 133.8 (14) 1017.3 pulse 2 te pulse 3 and ratio of pulse
(3) 1016.1 (15) 840.65 4 to pulse 5 is multiplied by.

(4) 3484.5 (16) 622.69 No checking 1is performed on these

(5) 1016.1 (17) 0. numbers. Once this tahle is

{6) 2166.1 (18) 0. changed, the default values can
(7) 3484.5 (19) 0. be reinstituted only by reloading
(8) 3078.5 (20} O©. the program or by reading them
(9) 2459.7 (21) 0. in off input cards.

{10) 2111.2 {22) Q.
(11} 1712.7 (23} €.

(12) 1469.6 (24) 0.

FILMAY 6 The maximum number of files ta be
>1 ) considered as one set of lamp
INTEGER radiance test runs. This number

need not be exact (just so it is
not fewer than the actual number

of files to be processed) since the
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actual number of files processed 1s
used to determine the lamp current

test points.

This is an array of beginning reselm numbers for
each of 5 possible pulses. These must not be

less than the beginning reselm number specified
for the line.

This is an array of ending reselm numbers for each
of 5 possible pulsea. These must not be greater
then the ending reselm number specified for the

line.

END{K)-BEGIN(K) + 1 must be less than or equal to

PTS and greater than or equal to 5 (for K = 45.5).
The result may be zero 1if a patrticular pulse 1s

to be ignored. (¥=1,...,5) This number should
he the same for K=4 and 5 for lamp radiance

tests so that the integral ratio will be correct.

sEeIN (1),.. 0
BEGIN{5) INTEGER
END(1)... 0
END(5)
INTEGER
NOTE:
CHANNL 13
INTEGER
MIN 3.5
FLOAT
MAX 6.0
FLOAT

The maximum number of channels being referenced
by any file. It may be less than the actual
number of channels available, but it must not be
greater than the number of chamnmels in any of
the filles in the set. Alsoc, it must be

between 1 & 13 inclusive.

This is the minimum lamp current that is used.

It alse corresponds to the current in the lamp of
the first file to be processed in the set. It
must not be less than 3.0.

This is the maximum lamp current that is used. It
also corresponds to the current in the lamp of
the last file to be processed in the set. It must

not be greater than 7.0.
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NOTE: TIf MIN, MAX, & FILMAX default, the following is assumed:

FILE 6 FILES ACTUALLY PROCESSED 5 FILES ACTUALLY PROCESSED
LAMF CURRENT LAMP CURRENT

1 3.5 3.5

2 4.0 4,125

3 4.5 4.75

4 5.0 5.375

5 5.5 6.0

6 6.0

STEP(1) TOP(1l)... TOF{2) 5 The number of data points at the top of pulses

INTEGER 2 and 3 to be used in the calculations. Fawer
than this number may be used 1f the pulses are
strangely unsymmetric. This number must be less

than or equal to the pulse width.

" PTS 50 This is the maximum number of reselms in any
INTEGER of the 5 pulses. This number must not be less
than 1.
" MPXMUX NG DEFAULT This 1s the number of the multiplexor channel.
(N/D) This number must not be less than 1 or greater
INTEGER than 13,
" SCHAN N/D This 18 the number of the spectral channel that

INTEGER MPXMUX represents. This number must not be less
than 0 or greater than 24, When SCHAN=0,
the corresponding MPXMUX channel will be ignored.
ATIRCHN - N/D This 18 the number of the sircraft channel
INTEGER that MPRMUX represents. No checking is dome on
this number.
TYPE N/D This is a switch to inform the program that pulse
INTEGER width calculatione are to be made (TYPE=$PWIDTHS)
" PFILE 5 This variable specifies which file of the following

INTEGER get 1a to be used for pulse width calculations.
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3 This is the pulse width constant that is to be used
FLOATING to convert the lamp integral into a lamp level
for this associated multiplexor channel.
7.9 This 1s the pulse width constant that is to be
FLOATING used to convert the panel integral into a panel

level for the associated multiplexor channel.

Plots are made only for those spectral chammels whose SCHAN was not equal to

0. The first plot of each pair is a plet f the level ratios:

§

%

$8

the level ratio multiplied by 100 for each current level
the level ratio multiplied by 10 for each current level

the level ratio for each current level

The second plot of each pair is a plot of the integral ratioes for each current

level. The same plotting characters as before are used. After each pair of plots

follows a table of all the statistics calculated.

CRRNT

DARK MEAN

LAMP MEAN

PANFL MEAN

LAMP INTEGRL MEAN
PANEL INTEGRL MEAN
LEVEL RATIO
INTEGRL RATIO

DARK DEV

LAMP DEV

PANEL DEV

LAMP INTEGRL DEV
PANEL INTEGRL DEV

LEVEL RATIO DEV
INTEGRL RATIO DEV

lamp current being referenced

mean of dark level

mean of selected reselms at top of lamp pulse
mean of selected reselms at top of panel pulse
mean adjusted Integral of lamp pulse

mean adjusted integral of panel pulse

mean of the level ratio

mean of the integral ratio

Standard deviation of the previous means

The lamp pulse and the panel pulse are both dark-level normalized by sub-

tracting the mean dark level of the previcus line from all the reselms to be

used in calculations
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If TYPE=$PWIDTHS, the lamp Integral and the panel integral have been divided

colums into mean levela of the lamp and panel pulses.

10
11
12 .
13
14 -

16
17
18
19

20

21
22
23
24
25

26

DATA CARDS SETUP

BEGIN(1) = 10,60,80,60,80, END(1)=50, 70, 90, 70, 90, CHANNL=4, PTS = 41%*

MPXMUX = 1, SCHAN = 2, AIRCHN = 3*
MPXMUX = 2, SCHAN = 3, AIRCHN = 4%

MPXMUX = 3, SCHAN = 4, AIRCHN = 5 *

MPIMUX = 4, SCHAN = 5, AIRCHN = &*

INBIN = 701, FILE

1]

1, UNIT = 4, NSA = 10,100,1,1,100,1 *
FILE = 1, NSA = 10, 100, 1, 1, 200, 1 #

FILE = 2, NSA 10, 100, 1, 1, 200, 1 *

FILE=2, NSA = 10, 100, 1, 1, 200, 1 *

FILE = 3, NSA = 10, 100, 1, 1, 200, 1 *

FILE=3, NSA = 10, 100, 1, 1, 200, 1 *

FILE = 4, NSA = 10, 100, 1, 1, 200, 1 *
FILE = 4, NSA = 10, 100, 1, 1, 200, 1%
FILE = 5, NSA - 10, 100, 1, 1, 200, 1, *#
FILE = 5, NSA = 10, 100, 1, 1, 200, 1 *
FILE = 6, NSA = 10, 100, 1, 1, 200, 1 *

i

FILE = 6, NS4 10, 100, 1, 1, 200, 1 *
MODEL = SFPINALS*

MODEL = $STARTS *

FILMAX = 4, BEGIN(1) = 10, 60, 80, 60, 80, END(1) = 50, 70, 90, 70, 90,

CHANNL = 3, MIN = 4.0, MAX = 5.5, PTS = 41*
MPXMUX=1, SCHAN=3, AIRCHN=5 *
MPXMUX=3, SCHAN=0, AIRCHN=7 *
MPIMUX=2, SCHAN=4, AIRCHN=6 *
FILE=9, NSA=1, 100, 1, 1, 100, 1, *
FILE=9, NSA-1,100,1,1,100,1 *

FILE = 8, NSA=1,100,1,1,100,1 *

140

This turns the LAMP INTEGRL & the PANEL INTEGRL



ERIM

FORMERLY WILLOW RUN LABORATORIES, YHE UNIY ERSITY OF MICHIGAN

27 FILE = 8, NSA = 1, 100, 1, 1, 100, 1 #*

28 FILE = 7, Nsa = 1, 100, 1, 1, 100, 1 #
29 FILE = 7, NSA = 1, 100, 1, 1, 100, 1*
30 MODEL=$ FINALS *

31 MODElI= S$STARTS*

72 FILMAX=1, BEGIN(1)=1p,80,120,12,12, END{1)=70,119,159,11,11, CHANNL=3,

3 PTS%1 , TYPE = §PWLDTH$, PFILE=4*

33 MPXMUX = 1, SCHAN = 2#

34 MPXMUK = 2, SCHAN = 3#

35 MPXMUX = 5, SCHAN = 4%

36 FILE = 7, N5A = 20,40,1,1,160,1%

37 MODE1- $STARTS &

38  FILMAX =4, BEGIN(1)=10,12,12,80,120, END(1}=70,11,11,119,159, CHANNL=3, PTS=61*
19  MPXMUX=1, SCHAN=2, PCONST=8.9%

40 MPXMUX=2, SCHAN=3,- PCONST=17. 6

41 MPXMUX=5, SCHANw=4 , PCONST=14,0, PANCON=4.9%
42 FILE=4, NSA=20,120,1,1,160,1 *

43 FILE=h, NSA=20, 120, 1, 1, 160, 1 *

44, FILE =5, NSA=20, 120, 1, 1, 160, 1 *

45 FILE = 5, NSA = 20, 120, 1, 1, 160, 1 *

.46 FILE = 6, NSA = 20, 120, 1, 1, 160, 1 *
47 FILE = 6, Nsa = 20, 120, 1, 1, 160, 1 *
4g FILE = 7, NSA = 20, 120, 1, 1, 160, 1 *

49 FILE = 7, NSa = 20, 120, 1, 1, 160, 1 *
5p  MODEL = $FINALG &

31 MODEl = SRETURNS =

1 This card specifies that the dark area begins at reselm IO and ends at
reselm #50. The lamp pulse begiﬁs at reselm #60 and ends at reselm §# 70.

The panel L n " ‘n # 80 s [T | Y4 ag.

The lamp (to be integrated) begins at reselm #60 & ends at #70.
The panel n w n " fgg ™ " " 490,
Only four channels are to be referenced. A maximum of 41 reselms are in any one

pulse, The default FACTOR array will be used. A maximum of 6 files will be
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refeFenced (default). The minimum current level 18 3.5 and the maximum current
level is 6.0 (default). A maximum of 5 points will be selected at the top of pulse
2 and 3 (default).

2-5 These cards specify that multiplexor channels 1, 2, 3, & 4 will correspond to

spectral channels 2, 3, 4, & 5, and to alrcraft channels 3, &4, 5, &6.

3 This is the input data required by PROCESS under POINT, Tape 701 will be
mounted on unit 4 and file 1 will be accessed. Every line from 1 through 160 will
be processed and every point from 1 to 200 will be used. This starts the

calculation of the means.

7 This 1s more input data required by PROCESS under point. INBIN & UNIT do not have
to be specified eincethe tape is already mounted. This starts the calculation
of the standard deviatilons.

8-17 These cards correspond to cards 6&7 (see above). It is implied by the
ordering of the cards that file 1 references the lowest lamp current of 3.5
amperes andthat each successive file references a higher lamp current than the
previous. It is implied by the number of flles referenced that the lamp current
levels are 3.5, 4.0, 4.5, 5.0, 5.5, & 6,0 anmperes.

18 This tells POINT to perform STEP(6). This section of the program is responsible
for plotting & tabulating the data that has been calculated previously.

19 This tells POINT to start all over again with STEP(1).

20 Theae cards specify that:

a8 maximum of & files are to be processed

The dark area begins at reselm #10 & ends at reselm #50;

the lamp pulse " 60 " 70;

the panel " 80 " 90.

The lamp pulse (to be integrated) begins at 60 & ends at 70;
the panel " 80 " 90.
Only 3 channels are to be referenced,

The minimum current level is 4.0 amperes.

The maximum " " "5 5 0

A mazimum of 41 reselms are in any 1 pulse,

The default FACTOR array will be used (default).
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A maximum of 5 points will be selected at the top of pulse 2 & 3 (default).
21-23 These cards specify that multiplexor channels 1 & 2 will correspond to specktral
channels 3 & 4, and to aircraft channels 5 & 6. Multiplexor channel 3 will be
ignored.
24~29 These cards perform the same functions as cards 6-17. It is implied by the
number of files referenced and the order they are referenced that file 9 represents
a lamp current of 4.0 amperes,file 8 represents a lamp current of 4.75 amperas, and
file 7 represents a lamp curtrent of 5.5 amperes. You will notice that desplte
the original declaration of FILMAX=4, the lamp current levels are based on the

actual aumber of files referenced.

30 Same as card 18 .

3l Same as card 19 ‘

32-37 This requests the program to perform pulse width calculations on the 4th file of
the next data set. The mean level of the lamp pulse and panel pulse are calculated
and saved.

38-50 This performs the integral ratio calculations of files 4 through 7. The ratic

of the lamp integral to the panel integral is printed; the lamp and panel integral
are printed divided by the pulse width constant for the appropriate channel,

File 7(the 4th file of the set) is used for pulse width calculations.
51 Returns control to the program that called POINT,

ERROR COMMENTS
ERROR1. 1 .G. MPXMIX. G. 13.

This indicates that MPXMUX is either less than 1 or greater than 13.
ERROR2. 0. .G. SCHAN .G. 24,

This indicates that SCHAN is either less than @ or greater than 24.
ERROR3. FILMAX .L. 1.

This indicates that the maximum number of files to be processed is less than
1.
ERROR4. 1 .G, CHANNL .G. 13.

This indicates that the maximum number of channels to be referenced is
either less than 1 or greater than 13,
ERROR5. CURRENT MIN INVALID

This indicates that the minimum current level is less than 3.0 amperes or

greater than 7.0 amperes.
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ERROR6. CURRENT MAX INVALID.
This indicates that the maximum current level is greater than 7.0 amperes
or leas than 3.0 amperes.

ERROR7. INSUFFICIENT STORAGE

the possibility exists that somecne will try te process more data than can physically
fit into the machine. The main incore data base requires FILMAX + CHANNL* 14+
PTS * (2 + CHANNL #5)} + 5 locatloms. (See the section on storage requirements
for more detail)
ERROR8. TOP(X) .L.O.
This indicates that the number of points to be selected at the top of pulse
X is leas than zero. "X" is 1 when referencing the lamp pulse; "X" is 2 when

referencing the panel pulse.

ERRORS. TOP(X) .G. P WIDTH

This indicates that the number of points té be selected at the top of pulse
X is larger than the number of reselms in the pulse. "X" is 1 when referencing
the lamp pulse; "X" is 2 when referencing the panel pulse.
ERROR1(0. CHANNL .G. QNCHAN.

This indicates that the specified maximum number of channels to be referenced
is greater than the number of channels in the file.
ERROR11. BEGIN(X) .L. NA.

This indicates that the beginning reselm number of pulse "X" {s less than
the beglnning reselm number for the lines of the file,
ERROR12. END{X) .G. NB.

This indicates that the ending reselm number of pulse "X" is greater than
the ending reselm number for the lines of the file.
ERRORL3. PULSE WIDTH .G. PTS.

This indicates that the width of one of the pulses is larger than the
declared maximum number of reselms in any cne pulse.
ERROR14. PULSE WIDTH .L. 5.

This indicates that the width of one of the pulses is less than 5 reselms.
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ERROR15. MORE FILES THAN FILMAX.

This indicates that the program attempted to process more files than

originally declared with FILMAX.

ERROR14. NO DARE AREA PROVIDED.

This indicates that END{1)=REGIN(1)+l was less than or equal to zero.
ERROR17. DISCRIMINANT .L. O.

After the 2nd degree least-squares curve was calculated, the equatigg must
be solved for the two zeros. Unfortunately, the discriminate was less than O,

indicating that the roots of the equation are imaginary. This might indicate a

misshapen pulse where the left and right boundaries are not lower than the peak.
Consequently, the boundaries cannot be determined at the top of the pulse.
ERROR18. PTS5. .L. 1.

This indicates that the declared maximum number of reselms in any one pulse
is less than 1.
ERROR19. AVE HEIGHT NOT FOUND

This indicates that a pulse had a width of zero and TYPE=$PWIDTHS was not
gpecified.
ERROR2Z0. PFILE. .L. L.

This indicates that the relative gumber of the file relative to the first

file of the next data set was less than zero.

SUBROUTINES NEEDED
The following are a list of external subroutines needed for the correct
operaticn of this program:

ASSIGN. this performs all the dynamic storage allocation necessary in

the B core box.

CANCEL. Part of ASSIGN
ERROR System error processing routine
FREESF, This routine frees as much of the dynamically allocated space

as necessary. (Part of ASSIGK )

GETNXT. Part of ASSIGN
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LINK. This routine provides POINT with a correction to the LAMRAD's

point-processing routine PTPROC. (Part of POINT).

LSQAR. This routine performs a least squares curve fit to a given set
of data.

PLOTL All four of these routines are used in setting up and printing

PLOTZ ,

PLOTI, i the point plots of the lamp radiance curves.

PLOT4,

POTINT. This is the program that repetitively calls LAMRAD. with
different levels to progressively process the data. (See POINT.
writeup).

PROCESS. This ig a routine called by POINT. that handles all I/0 with
data tapes (in ERIM format).

SETDIM. This routine sets up the dimensioning and subscriptions informa-
tlen necessary for the dynamically allocated arrays.

SQRT. This routine calculates square roots.

ZEROD. This routine inserts either a binary or fleating point zero in

all of the requested variahles or arrays.

PULSE WIDTH CALCULATIONS
The purpose for performing pulse width calculations in lieu of just
calculating mean levels and the level ratio is four-falds
1. We found that integration process usually resulte im a lower standard
deviation than can be achieved with mean levels.
2, Calculating integrals goes a lot faster since boundaries don't have to
be determined and no curve fitting is ever dome.
3. Changes in the calculated pulse width provide a way to determine if
changes in the shape of the pulse have occurred and how drastic these
changes might be.
4. Through the use of pulse width constants, the results can be messaged by

the user to account for errors in the digitization process or for errors

in the data.
The general method for pulse width calculation is as follgws:

1. The program calculates the mean level of the lamp and panel from a
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file chosen by the user for pulse width ecalculations. These means (Ear each
channel) are saved for later use.
2, The user then instructs the program to calculate the mean integral of
the lamp and panel and provides pulse width censtants to divide into these
integrals. Consequently, the integral is no longer an area measurement, but
a measure of the average height of the pulse.
3, These adjusted integrals are then used for the integral ratia. Standard
deviations are/iiizulated for these adjusted integrals.
4, This process (#2 & #3) 1Is repeated for each file of the lamp radiance
calibtation set.
5. After all the files are processed, the following is printed:

a. mean lamp height from step #1.

b. mean panzl height from step #1

c. integral of the lamp. This is the adjusted integral of the lamp multiplied

by the pulse width constant.

d. integral of the panel (similar calculations as in ).

e. calculated pulse width for lamp. Integral of lamp {c.)} divided by the

mean lamp height from step #l.
f. calculated pulse width for panel{ similar calculations as in ed.,
g. pulse width constant used for the lamp

h. pulse width constant used for the panel

STORAGE REQUIREMENTS
The LAMRAD program requires 4545 decimal locatlions before any dynamic storage
allocation takes place. The formula for determining how much additional storage

will be allocated for a particular data set is as foldows:

AFTER MODEl = $STARTS &

BEFORE MODE)L = S$FINALS

FILMAX*CHANNL*14+PTS* (CHANNL#*5+2) +5
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AFTER MODEl = $FINALS &

BEFCRE MODEl = $STARTS

FILMAX* (CHANNL*1442) +4
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MAC {CS AUC 1565 VERSICN) PRCGRANM LESTIRG was sew eas

EXTERNAL FOMCTICN LANRAL.(MEAN JCEV XXy YY 4 FRT X, ]

REFERENCES (&

NCRMAL MCCE IS INTEGER

FLCATING FCINT TCF U2}y FACTUR{Z241, MINy MAX, TCTLL3%6),y TCTLLE ),

TCT:{12Y, TCT3{13)y SERT.y MEAMy CEV, Xy Yo Fl2hy

€72y Fle F2, F3, FCATLNMUEZ24), FEX, CCEF, FXL, A{3Ys
xx.»w.sn»tnw(13).Fh[CL.FCthST{13*2).SnvFﬁh(13).PﬂhCCh,
FWICF :

CIVENSICA CHMNLS(13), BEGIN{S), ENL{S), FARANMSIT), NSCALEL4 )y

1 TITLEC22),y FT(5), BCL{3), ERREESC)s FATS(12%23,

Z 11y {gsC)y TETLZ)

ECLIVALENCE {CHFAMLSyAIRCHM} + (BEGINSFPFXNLX) {ENC,SCHAND

1 (FCATULN,CATUNM) o (ITRY{L},ERALLIN)

VECTCR VALLES ECCULlY) = ¢9%8, $¢#% , 0%

VECTCR VALULES TITLE(1) = $Fly .T1-.72% o %El,. $33-.3E%
tp2, 2.0-2.06% $83y laC-l.4t
ttly, 2.C-2.61% 102, LaS-1.0%
$02, 1.C-1.4% $C2y CT-.54%
$C4y o62-.7C% tC5, .58-.C4%
tCEe o50-.06CH $07y +52-.574
$CEy  o50-.541% $0S, <H8-.52%
$C1Cy -h6-.45% 4 $CLZ, 41-.4E8

VECTCA VvALLES MSC = $PALCIANCES

VECTCR VALLES FACTCRIL) = 2725.,132,.8,1C16.1,3464.5,1C1€.1421¢8€.1,

3484.543078.542459.742111.241712.7514E5.6,
1244-3'1C17.3|&40-65|622.6§'G-DC-|001C.rC-'
CaslusCoe

VECTCR NALLES FILL1) = .5, 48

VECTICR WALLES FCUAETLLY

VECICR VALLES Saviar{l}

VECTCR VALLES PRLAG = 2

VECTICR VALLES ¥iT = $LEVEL RATICE,$INMTGRL RATICS

VCCTCR wALLES

c FRH(L) = $R?'192#3%ERKCRLY 1 oGa FEXMUX (Ga 124°% H

VECTLR vALLES
1 ERR[43) = §HUL*#4#HERRCR2. € .C. SCHAN .C. Z24.'% ¥
WECICR VaLLES
2 ERR(ES) = §HOL34#43ERALCRZ, FILMAX L. 1.'¥ $
VECTCR VALLES
ERRI[1727)

VECTCR wALL

4 ERR(1€S)

VECTICR VALLES

EHRA(211) = SH'1A34$#ERRCR6. CLRRENT MAX INVALILC.'® $
VECTLR WALLES
¢ ERP (293} = $HU142%%2ERACRT. INSLFFICIENT STCRACE.'# 1
VECTCR WALLES

7 ERI(ZGCE) = tH'1%4»¢3ERRCARB. TCF({"yI1,F') L. C.'% L
VECTCR VALLES

g ERR[227) = $H*1#+4*2ERACRG. TCFI?plLlob*) Co F WILTH'2¢
VECTCR WALLES

S ERR(27S) = $H"12¥%2%ERRCRIC. CHABNL JCo. CACHARN.'Z L]
VECTCR VALLES

C EMRU4Z1) = $H'L#9222ERRCHLY. BECINU'pI1,F') L. RNAL'Y %
VECTERY VALLES

1 ERAE(GE2) = SHU'IA4303ERRCRLIZ, ENC('4I14F") .G, NE.'® %
VECTCR wALLES

Z EARIECE) = $h 144483 E4RCR13. FLLSE WICTF .C. FTS5.%3% $
VECTLR VALLES

3T ERARI(547) = $hUISSSEIERRCRL4. FULSE WILTE L. 5.0 t
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VECTUR VALLES
4 ERRIGES) = $H'1#4233ERRCRIY. MOEE FILEY THAN FILMAX . V&
VFLTCR WALLEE )

FRALEILY = gRr14s Rt EARCRALE. A0 LAKK pgd FRCVICEC.'# ¢
YECTCR yALLES

(e

E ERRleTd) = SHYLRx3RHERRCRLT, CYSCRIMINANT L. S.'% £
WECTLY wALLES

G Ed<{T15) = $rr1s#433phnCRLE. ETS Wb. lat# ¥
yEC 10 wALLES

{ FRRUTHT) = $HPLEsdRRERROIRLIS. AvE FEIGHE ACT FLULAD.*%E
VECTLUR walLLES

1 SAE17585) = ERUVLAERERERALAZC. FFILE L. 1a'% i

CHATTMENT LAAFL STEFLT)

FeaSARLE JLhK(PZ%).LLAII.CREiL.CFILE.CL[hE.thITE.CLrﬂh.
CthS,F?[G.FCCEL'NECEZ'LNIT.EALlhEyctLl\E.h5£.ASE,
KS,hﬁvﬁE.KFle(l)vTFLﬂEqIFECKyRESEﬂv(Ql.CFACTRIEQ)s
uTITLEIIG}.ClllLEllGl.CLISI(lG).LSfAﬂfléﬁl:CFLﬂG-
CtnhG,CEGRGyc?F.ChAthSS.ChCFAN.GFECE.CIECA.EREEE.
CFILF GLREEL.CNRRLS

ERASAPLE EA151423)p[TEST.CSTAHT.EST&NTyAV|hX'hCrLc[F,
[CF,hEF,hEXT.SIﬂﬂTZ,REﬂETJ.QEAELE.PEh[Fz'LAEELZ.
Extﬂhlzil.E&!LH[Zé).lCELE(Zél.[Crﬁn(Eﬁi.[NﬂGE[GﬁC)

WEEMFVES NEXT 4G &9 FULNCTICN RETLRM

TRANSFER TC STEFANEXT)

STERP{1} Link L LETERCC L)

L = L + [DCkARM

CEHANKML 12

Fiuvax [

I 1A
Mbx
P1S :
(F=loleFefaZ e TCELF)=541)
ZEPC.!EECIB...EEG[R(E].Eht...Eht15},FARAPSyKSCGLE|FILES:

AR L B

—

(8]

uo

5
2
C

nonoau
Dile SN

o o

1 CFAALSwoCHFARLE(LS])

SEAC ARC PRINT LATA FACTCRUL) JFTLMAXLEECINCULYENELLY S CRARRL oM TN, M2, TLE TG,
1 LTS, TYFLLFFILE

WEEAEVER FYFD of. SFWICTEF JAND. FFLAG .E. 2, FFLAC = 0

BATE = | ‘

WFEARFYER FILMAX L. 1
TRANSFER 1L EwR3
CR wWEENEVER CHANML oLas 1 <CR. CEANML oTa 112
TRANSFER TC ERR4
Ch wrEREwE2 MIN oL 2. oCR. MIN JC. T
TRANSFER TC ERRS
CR WHERFEVYE?T FAX JG. Fo CH. MAX L. 3.
T2aMSFEY TC FRRA
CH wFLENFwE? PTS L. 1
TRanSFsR TC FRERLE
CR WHENCWER FFILE L. L
TRANSFEA Tf [HEC
ENC CF CCOAMITIOMAL
TOFE = MG{lE - BEGEN(LY # 1
WHFENCVER TCF JLE. Cy TRARSFER TC ERdlE
TFRECLGE LBy FOR K=laby K LGo b
WFENCSWER EACIKY = BEGIMIK) + 1 LC. FIS, TRANSFE® TL EHRLZ
PEENENER CADAK) - AEGTIMNIX) + 1 ol 9 AML. K JEE. 4 dMND
1 ERNL{KY - BEGEM{KY + 1 JNE. G TapnSFER TC ERRI14
LP CENTINLE
TFRCLGE LP13y FOR K=lely K «Ge 2
WEOASVER TCFLK) oL. Co
TRANSFER 10 ERAE
(R WFEREYER YCF(K) LG. ERC{K+1)=-PEGIMIK41)+]
1 JAND . ERNC{K+4LI-BHEGIN[{K+1)+1 JNEs €
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JRANSFER TC ERRS
ENC CF COCACITICAAL
LP12 CCANTINLE
CIZE = FILMAXSCHANNLAT
! = PTSSCHANKLES
KK = ASSIGA.(C L)
WFEREVLER KK L. STZF¥2 + FTE#2 + 1 + Sy TRANSFER TC ERRT
KK = ASSICNS [LANHAC. sFARANSyST2E0w o3 pSIZEua3)
RLCCKk = GETMNXTLIE)
LEVEL = CETAXT.{ELCCK+4)
ACLRES = GEINXTL(BLLCK)
KK = ASSIGMN. (LANRAT, yFARANS4FTSHFTSaleaa)
SETCING (MEAN JFILN¥AX,CHANNL ST )
SETLIM.(CEVeFILNAXZCHAMNL,T)
CETLINMLUPNT L FTSCHAMML,S)
CANCEL.(LANRAC.)
TFRCLGE LFly FCR K=1ely K oGa CHEERDL
FANCCA = C.
REAT ANL ERINT CATA MEXMUX.SCHARNSAERCEN,FPCCAST,PANCEA
WFERNEVER MEXNLY oG. 13 oJCR. MEXNLX L. 1y THANSFER TC ERR]
WHENEVER SCHAN oGe 24 oCR. SCHAN L. Ce TRANSFER TC ERRZ
LFENEVER FAMCCA .E. Ca
PCOASTIMFRMLY,2) = 1.9
CTFERWISE
BCONSTANEXNLX,2) = PANCCA
ERC CF COARRITIONAL
CEMRNLSE{MEXNLX) = SCTHAN
FCONSTINMFXNMLX,1} = FCLAET ,
VFEREVER SCHAM JE. Gy TRANSFER TC LF1
BAINT FCRMAT $1F+4TSS,FVSFECTRAL EAND = *,2CE%%y
1 TLILE(SChRANSZ=1) ¢y TITLELSCFANSZ)
LP1 CUNTIMLE
ppse = 1
FLACTICA RETLRA
STEPLZ) ZERC o tTETae s TCTOTEY g TCT1aaa TCTLI2),7CT2,..TET2L13)4FLAG,
1 (€120 TCT2(13)sPTuaePTFi5) L INES,FATSa FATSI2S))
WEENEVWER PASE LE. 1
WHENEVER CFAANL .G+ GNCHAN, TRERSFER TCL ERFIC
TERCLCF LF13, FER ¥=1,41y K Cu 5
WHENEYER EANC[KI-BEGIN[K)+1 .E. C
WEENEVER K oJLE. 3, (KK=1,1¢KK.Go122PRTS{KK,K) = 1)
TRAMSFER TC LF13
CR wWHEREVER BEGEN{K) 4L« NA
TRANSFER T(C ERR11
CR WHEMEWER ENCIK} oC. ME
TRANSFER TC ERRL2
EMC CF CCACITICNAL
LPi2 CCNVIALE
ERC CF CONCITLCKAL
FLARCTICKN RETLRAM

STEP(2) FLANCTILAN RETLRMN
STEPLA) LINES = LINES + 1
J = C
TERCLECF LP3, FCR K=Llyly K oGe CHAMML
LPzZ TERTLGE LF22y FOCR J=J+l,1y CEMMLS{J) WNE. € 08, J LGe 12

TET{K,1) = C.
‘ (K21 g laKK GoFTIL)oTCTUKL) = TCTIKy1) +
1 FRTUKK K1) /TCF)

WEENEWER FLAG .E. Cy TRANSFER TL LF2

TERCLEEF LF4, FCH F22414 P .G. 4
WHEMNEVER ENCUF=1)-BECIM{F-1}+1 .E. Cos TRANSFER TC LF4
EXCCLTE BCLNCS.
WHEREVER FASS skl 1
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(KE=LEFT 41 ok¥ G ,RIGHT S TCTIKF) = TCTLK,F) +
FRTIKKyKyF=-1)1
CTHFERWISE .
TCTLUF=-2) = (.
RHENEVER F JANE. 2
LKK=LEFT ¢y lokKaCaR1CHFTTLTLIF=-2} = TLT1(F-2) +
FMRTURK Ko F=-1)1/TCFIF=2))
ENC LF CONCITICAAL
(k= LEFT 1 kK G RTCRTQTET R, F) = TCTI(KLF) +
[FNTURR qR o Pt} oM AN{FILES KaF=-11).F.2)
N CF COMNCITICAAL
CCANTIMLE
PERENTVER FASS LE. 7 JARC. ENCULZ2)-BECINCZ)+] JMNE, € 40D,
ENCC2)=PECIN[2Y+1 JhE. C
TCTL = TCTI{1DZTCTLO2)#EACTCRICHEANLELI D)
TCTZUKY =2 TCT2UK) + [TOTL = tclMUFILES Ka8 1) P2
ENE CF COCADTTICAAL
TERACLCE LPY%y FCR F=2541, F .. &
wEEAEVER ENC(F-1)-BEGIN(F-L)+1 JE. Cy TAANSFER TC LFE
EXZCLUTE SIMFSN, :
WREREVER FASS JE, L
TCT{KLF) = TCT(K,F} + (22
LTHERW]EE
TETLI(F-4) = LZ2
TCT{KGF} = TUTH{KF) + [(£22 - MEBN(FILES K F-11)aFa2
LRG CF CONCETICMNAL
CONTIENLE
WEEAIVER PASS LE. 2 JANC. EMD(A)-BEEGEM{A)+]L JNE. G JANL,
EMUCEN-PBECINISI+L «NE. C
TCTL = TCOTACLM/TCTLIZ2Y%FACTERICHEAMLE(L))
TCT2(K) = TCT2{K) + {TCTLl = MELMCFILFSsK)T))aP.2
EMC CF CONCITICAAL

COMVIRLE

(F=]lyLaFeGalyFTiF) = C}

FLaC = 1

FUMITICM RETLRA

WFENEVER PASS LE. 2, TRANSFER IC STLLCEV
FILES = FlLcef + 1

WFENFYER FILES JCG. FILMAX, THARSFER TC ERrLS

J

=

THRCUGE LFEs FCP K=laky K oG. CHANDL

FTFROLEE LF21e FOR JsJd+laly CRRALSTY)Y JhEW © JCR. J WGW 13
JFRELEE LF2y FLR F=l,4ly F J€. 8
wrEMEVER TYPE JFa $FRICTRE JAML. FFLEC JE. U
«ANIe F JGo %y TABANSEER TC LFZ
WHEENEVER F LC. 3y TRANSFER TC INTCGRL
WHEMEVER FATS(K4F) 2. O
MEARAFILEISeK ) = (.
TRANSFER 1(C L¥#2
ENC CF COMNCITICNAYL
NMEARM{FILES R4 F) = TCT(F4P41I/FNTE{KLF)
TRANSFER 1L LF2
WHEMEVER LIMES JLE. ]
MEAMIFILES+%4F) = C.
FTRANSFER TC LFP2
ENC £F CCACLITICNAL
MEANM{FILES KyF} = TCTIK4F+1)/(LINES =~ 1)
CONTIANLE
wWrENEVER TYPE Ee $FWILTHE JAMC. FFLAC JE. C
SANVLAV (K] MEDN[LE K,42)
SAVPAN(KY) = MEAN[L K41
TRAMSFER T(C LFe
CR WFEMEVER MEAN(FTILES)K92) JE. (.
MEAM(FILES K48 = Co
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TRANSFER TC Ckl
END CF COMCITICMAL
FEAN({FILES yKy&) = NEANIFILES K92 )/MEAMN(FILES KD}
FACTCR{CHANLS(2))
VFENEVER MEANIFILES+K+5) .E. C.
MEAN(FILES,K,7) = C.
TRAMSFER 1C LFE
EnC CF CONCITICANAL
MEANIFILESyK+7)t = MEANIFILES 4K o4 J/MEAN{FILES+K4ED%
FACTCRICENALEL ST

COMTIANLE
PFLAG =1
Pacs = Z

FUMCTICN RETLRA
TEFRCLGH LFETy FCR K=141s K ols CHARAL
[P=1plsPuGaAyFLl=TCT{KF+1V/FNTSLEKF],
CEVIFILESsK4F) = 3CRT.LF1))
(P=dglyPoliaBSyFLl=TCT{KF+1)/{LIMNES=1)4
" CEVIFILES K4+F) = SCRTL{FL1))
Fl = ICTZ2U(KIAILINES-1)
CEVIFTILES k&) = SCRTLIFL)
F1 = 1CY12(KI/{LINEE-11}
CEMIFELE S k,7) = SCATLUFL)
CCANTINLE
Pats = 1
FLACYICN RETLRA
FXECLTE FLOT14(MNSCALE 4G9 € 04414}
WHENEVER TYFE ohEa $FWICTHE LANC. (ERCU1DI-EECIN(L]+]

oE.

LC. ENCUZ)=PEGIN{2)+) +E. € «CR. ENCL3)-BEGIN(3)+]

LLCH, ERCU4)-BEGINE4)+]1 LE. C
CR. ENCUSI-BEGINIS)I+] .E. O)y TRANSFER TL ERARLS
KK = FREESF.(BLECKsLEWELACCKESY
KE = ASSIGhNL(CHC)
WEENCVER KK L. FILMBX®2 + 2, TRANSFER TC EFR?
KK = ASSIGN.ILANRAC, FARANS,FILMAX,FELNMAX)

C

-Ea

(E2)elolaGoaFTLESyX{L) = NMIN + {¥AX = FINP/ULFILES-12%(1-1))

J = C
THFRCLGY LPEy FORH K=lsly K +Ga CHANML
TRRCLCGR LP2C, FCR J=J+4lyly CFANLSUIY ohEe € LCR,
THHCLEE LPSs FLR F=lyly P C. 2
WHEAEVER F WLe 1 JANC. [(ENCUZ2)-BECIN(Z)+]1 LE. C
»CRe ERLI3)-BEGIN{IN+L E. O}
THANSFER TL LFS

+Cu

CR WFENEVER P L. 2 (BNC. (EACU4Y-BECIN(4)+]1 JE. C

«CR. ENCIS)-RPECINISI+] LE. C)
TRANEFER TE LF9
ERC CF CCRCITICAAL
EXECLTE FLET2.(I¥AGE 79 3aCyiCCCCL41CCC.)

12

PRINT FCRMAT SlEL,T3L,HYSFECTRAL EARL *,2CE,F1/%,2Cens,

TILTLEICHANLSIIY*2=-1) o TITLEICFAALS(J)%2),
TITULF=2022) s TITUIF~1)%241}
THRICLCE LFYICy FCO KK=141, KK C. 2

El=1y by TaGeFILESsYLL) = PEARIL K P4S)21C. P, [2=KK))

EXECLIE FLOTAL(BCELRKK) X (1) s¥{1),FILESY
CCNTINLE
EXLLLTE FLOT&4.(ELNFEG)
PRINT FCRMAT SEFS/LHST4CF 'CLRREMT %4
CENTIMLUE
FRINT FORMAT $1PL1,T33,F"LANMF PANEL ', T52,
FELANE FAMEL LEVEL INTEGKL'Z1F 4T4G,
FYLEVEL INTEGRLY y T1C8,2{F'RATIC V)15,

Z{H'CARK LAMF FANEL INTEGRL INTECGRL',TEG),T13C/
FY OCRKNT S UHIMEAN Y 3 SA) G Z{FYAATICY ,55),T7C,

IR SRR FFLE
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ERR2
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ERRE
ERRE
ERR7?
ERNE
ERRS
ERRIC
ERRIL
ERR]1E
ERR13
ERR14

ERR1E
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FhilL MEAN(FTFILE yKa bFPCONSTHS 4L/ SAVLAN (K]
Fwlle MEANLEFTLE WK B3 FCCASTIS 2/ SAVFANTK)
TERCLEE LFL1y FOR KE=1,0y kK 0. FILES .
PRIMT FOHNMAT BLF FC 235 (FT.29 Sy TaT 2 (FS Sl )4 TETeTIFT o,y SL0%1,
XAKK) o FEANIKE oKyl )auw aMEANTKK gk 9T}y
CEVIkK Ko l)eaa DEVIKK K 47)

LI

CONTINL

FRINT FLRWMAT
THRCLTE LE22,

4

ERINT FCOMAT

CORTINL

FMEAN (KK 4K 4)

[

tF'=N E LELTA LY/72%d
FCR KK=1s1s XK .CG. FILES

tFLCa4*%y FRACTCRUCHMNLS (O INCEVIKK Kyh )R 2

FAIINT FORMAT $E"=-FACTLRIYy (2400 ) = 4 FIN Sy S, bW/ CNFCN=STER-LNM1y

l,.
1; L}

it
3 -

X1{ce/
x1ersne E = X1**ty CHARNLEDJ)

FACTCRA{CHANLEDIS ) e
FRIMT FORMATE fRY-RESLLTS FRLNM FLLSE wiUTEH CALCULATICNG,Y/
TATECRAL CF LAWE',SEC #1047
IATEGESL CF FANELY ySG,F1C.4/

MEAN LANF FEJLET?,SLC,FIC, 4/
MEAN FANEL PETGHT',S5G,FlC.4%1%,
PRIl sSayLAM{K) yFhILEASAYFANTK] ySAVLAFIK Y ,SAVEANIK)

r..l
P_I
i.l
[

FRINT FORMAT tr?

1k
[
I+

COMTERLE
TYFE = ¢
FFLAG = =2

C

CALCLLATEL FLLSE wILTH"+544FI1C,44F" = LANFY;

Py [2C,F1C.4,FY - PANEL'/

FLLEE WILTE CORSTAANT LSEDY 4 S14F1Ca4skt = [2MPYy
2y T30 ,F1C.44E"  — FAREL'% Y,
PolCLsFWICFAFCONSTUI 1) 4 FCOMSTL,2)

§

TK=1slaKkaGa 12 SAVLANMIRY = C.)

FLNCTICH

FERLR,

i = 1
TRANSFER
1= 42
TRANSFER
I = #&
TRANSFCR
1 = 127
TRANSFER
I = 1&g
TRANSFER
1 = 211
THANTFER
1 = 2%3
TRANSFER
T = 25%
TRANSFER
1 = 2137
TRANSFER
I = 315
TRAMNEFER
1 = 421
TRANSFER
| = 4¢3
[RANSFZR
[ = &C5
FHONSFENR
[ = Sl
TRANSFER
I = ©B%

TRANSFER

Te

T

Ic

T

TC

iC

TC

1C

1C

TC

TC

TE

TC

iC

1C

RETLRA
FRLIMNE FCRNAT ERRCI)

ELEF

tLEF
CLEK
CLEHIL
FLERL
BLEF
2LEFL
FLEF L
ELEF
ELEF

tLEF
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ERR1E [ = £21

TRANSFER TC BLEF
ERR LT 1 = ¢1i3

TRANSFER TC EBLEFR
ERRLE 1 = 115

TRANSFER TC EBLEF
ERR1S I = 951

TRANSFER TC ELER
ERRZC I = 3c6

TRANSFER TC BLEF
ELEFL PRINT FCRMAT ERRLTL}sEK

ERACR,

INTERMAL FUNCTICM F1FRCC.
TERCLGF LFLE, FCR P=lyly F <C» S
WEENEVER IF -LE. EMCLF) «AMC. IF .CE. BECINF)
wHEMNEVER GMLUCE .6« Lo Il=l|1.1-G.l3,K=FEBILF{Ii1EnTUPIl)=K1
P1(F) = FT(F) + 1
1 = ¢C
THECLGE LF1G, FCR Kzlsls K oC. 12
WEEMEVER CHERALSIK) «Es Co 1RANSFER TC LF1S
I =1 +1
WHENEVER F +£. 1
IRTAFTUF )L 4P} = CATLMIKD
CTHERWISE
ERTUETIF) L F) = CATLFIK] = TCTi1+1)
ENC CF CCACITIOMAL

LP15 CONTIMLE
EMC CF COADITLIOMAL
LP1E CCNTIMNLE

FLRCTICN RETLRA
ENC UF FUMCTECH

INTERNAL FLACTICM BCLAMLE.
FFEMNEVER F oE. 2
LEFT = 1
RIGFT = FTI1)
TRANSFER TC RIN
ENE CF CCADITICKAL
#xl = C.
TFKCLGY LFl4, FOR KK=lely K& .C. ET(F-1)
WECNEVER FATHIKE  KyP-1) +Co MXLl, MX1 = FNTIKKyKyF-1}
LP14 CUNTIMNLF
TEHRCLGE LP1Ss FCR KE=lals KK aCe FTLE-1}
WFEREVER #X1%#FIF-1) al. FRTIKK oK F-1)y TRANSFER TC CLT1

LP1= CCMTINLE
kK = 1
CLuLTl LEFT = K¥

TFRULCH LPLlE, FCR KK=ET{F=1},-1s KK L. 1
VFEREVER MX1#FLF-11 oble FRTLKK KaF-1)+ TRANSFEF TC CLTZ

LPlE CCMNTIMLE
Kk = PT{F=1}
cLlz RI1CHT = KK
WFENEVER PNT{LEFT4+K,F-1) al. ERTI{RICHTsKyF=1)=1C WJANC. F oE. 4
KKk = LEF1

(12141 s1eCePTEP=11,YY{I)= ERT{I4K,P=1)yX2{1)= 1)
EXECLTE LSCDH.I??1YY(1).ITRY'1'F1(F-1).ﬂll)'ﬂ(2),ﬂ13)l
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EXECLIC ALJLET,

(R WHENEVER FATURTGFT K 4F=1) ole FRTULEFT yK,P=13=1C ,ANL. ¥ LE. 4
KK = RIGHT :
(T=lgkaiaCoaPFTUF=Th,¥YUl)= FRTUL4KyF=11,xxt1)= I}
EXECLTE LECARLINX Y L) g ITRY o1 b VIF=-1) 4241} 4A(21,8(2))
EXCCLTE ACJULET,

[AL CF CONLLTICAAL

SICCLE = (LEFT + RICFTI/2

LEET = MICELF — TOR(F=21/72. + .&

RICHFT = MICCLE + TCFER=21/2. - .5

WEERNEVER LFFT ola by LEFT = 1

WEESEVER AIGHT 4G. BT(P~1}, RIiCFT = Fli¢-1)
PRTSEKF=11 = ERTSUK,F-1) + R{GFT = LEFT 4 1
FUNCTICh RETLRA

ENL CF EFLNCTICA

INTERMAL FLNCTICHM SIWEEM.
WEERPVER FET(F-11/2%2 JE. FTIF=1}, FT(F=-§) = FTIF-1) - 1
Cez = PAT(L K4F-1)
CLEF = z.
THRLLGKF LP17y FLR KK=2,1, KK JCe FI{F~1} =~ 1
PEFRNENER LCEF oEa 4.

COLF = 2,
LIFERWISEH
CCEF = 4,

EMC CF COACITICAAL

Cré = 27 % CLEF*ENTHIRE 4KyF=1)
CCrTIMLE
b2é = Kz + FATUET{F=1)4K,F=1}
WHEMEVER TYFE JE. SFWICTHE

Ced = Ge2/FLONETHL oF-4)

EnD CF CCALTVEIChAL
lez = Lee/2a
FLACTECN HETLRA
EAL CF FULMCTICK

INYERMAL FLACTICHK ACJLET.

ALY) = 211) - FRTiKEskF-1)

Fl = Mlelafad — a (3148 (1)

WEEMEVER F1 L. CasTRANSFER TL ERF17
Fe = (=8{2) + SQRTLIFLIY/(2.%8103))

F2 = (=A02) — SCPTLEFLII/(2.%A03))
WHENEVER F2 L. F2 (ANC. KK oEa RIGFT

LEFT = Fz
Cit WHRENEVEP FZ2 .GC. F2 JANC. KK .E. RICHT
LEFT = F12
CR WHFENEVER F2 WbL. F3
RIGHT = F2
C1FERYISF
RICHY = F2

ERC CF CONCITIOMAL
FLMCTICN RETLRA
EAMC CF FLNCTYICA
FAC CF FLNCTICH
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Appendix E
PROGRAM THERML.
The purpose of this program is to calculate a set of statistics from a given set of files.
This program is very similar to CALIB. with the exceptions that a tape data base is not used
and all data is assumed to be of one spectral channel {infrared). The plots and table produced

are identical in format to CALIB.

The user must specify the beginning and ending reselm numbers of the cold plate, the hot
plate. and the ambient area. Both the hot plate and the ambient area reselms are corrected
by subtracting the mean of the cold plate from the previous line. We are assuming that the cold

plate mean does not change significantly from line to line.

After this, all the reselms in the cold plate, the hot plate, and the ambient area are aver-
aged to get a mean cold plate level, a mean hot plate level, and a mean ambient level. Then

the standard deviation of each reselm from its respective mean is calculated.

The aforementioned calculations are repeated for each of the files requested. After all
the files have been processed, they are sorted into ascending numerical order of date. Plots
are then made of the mean cold plate level, mean hot plate level, and the mean ambient level
versus mission number. This is followed by a plot of the respective standard deviation versus
mission number and a tabulation of all the calculated statistics, dates, mission numbers and

comments.
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STEP{1) - PERFORMED THE 1ST TIME THERML..IS CALLED OR WHENEVER PROCESS. READS
MODE1l = $5TARTS$

This section cof the program performs the initlalization necessary for POINT
and sets up the default values for the input variables. Data cards are then read
that may set the maximum number of files to be read, the maximum number of
points in any ome pulge, and the beginning and ending reselm numbers of the
cold plate, the hot plate, and the ambient area. The input variables are then
checked for reasonableness. After this, the dynamic storage for the program
ig allocated, and the program returns control to POINT.

STEP(2) - PERFORMED BEFORE EACH FILE IS PROCESSED.

First the totalling array, the point ccunter array, the date array, the line
counfer, and the mission number are zeroed.

If this is the first pass through the data, the mission number,-the date,
and any special comment are read off data cards. These variables are checked for
reagenableness as well as the countinued reasonableness of the beginning and ending
reselm numbers for the pulses. The program returns control to POINT., Lf this

is pass two, the program does nothing except return to POINT.

STEP(3) - PERFORMED BEFORE EACH POINT OF A SCAN LINE Ig PROCESSED,

No action taken.

STEP(4) - PERFORMED AFTER EACH LINE IN THE FILE IS READ.

First the line counter is incremented, and the mean of the cold plate is
determined (This value will be used in the cold plate correction of the next
line). If this is the first line 6€ the file to be processed, nothing else is
done and’ the program returns contrel to POINT.

If this is pass one, the level of each reselm within each of the three
possible pulses is accumulated in the totalling array. TIf this is the second pass
through the data, the standard deviation of the reselm levels from the mean
level within each of the 3 possible pulses is accumulated in the totalling

arrays. After both pass 1 or pass 2, the point counter array is zerced, and

control returns to POTNT,
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STEP(5) PERFORMED AFTER AN ENTIRE FILE HAS BEEN PROCESSED
If this is the first pass through the flle, the £ile counter is incremented
and then checked to see if it has exceeded the declared maximum number of files
to be processed. Then, the means are calculated for the cold plate, the hot plate,
and the ambient area} the mission number and data are saved; the special comment
is stored; the pass number is set to 2; and control returns to POINT. If this
is the 2nd pass through the data, the standard deviation is determined for the
cold plate, the hot plate, and the ambient area; the pass number is set to 1;
and control returns to POINT.
STEP(6) PERFORMED WHENEVER PROCESé READS MODEL = $FINALS
After the statistics are put into ascending order of date, the plotting-image
array is set up. The first plot 1s then made up of the means of the cold plate,
the hot plate, and the ambient area versus the mission numbers. The 2nd plot is
made of the standard deviations of the cold plate, the hot plate, and the ambient
area versus the misslon number. In both plots, the mission # of the last file
processed is largest mission number platted. The smallest mission number plotted
is 1 or the mission number of the last file érocessed minus 61, whichever is larger.
After this, all of the statlstics, dates, mission numbers, and special comments

are tabulated, and control returns to POINT.

PTPROC.

This routine saves the value of each reselm that 1s within the specified
boundaries of each pulse. These values are stored in an array according te the
position velative to the begluning of the pulse {the point counter for each pulse)
and according to the pulse number (3 possible}. Pulse number 1 is considered
the cold plate, and its uncorrected value is gaved. All the remaining pulses
are cold-plate corrected before being stored. That is, the average cold plate

level of the previous line is subtracted from each point value before it is stered.
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INPUT VARIABLES

WHEN READ VARIABLE DEFAULT /MODE DESCRIPTION
STEP(1) FILMAX 1 The maximum number of files that are to be
INTEGER processed. TFewer files may be processed,

but not move. This numher cap not be
less than 1.

STEP(1) BEGIN{1)}... o This is an array of beginnlng reselm
numbers for each of 3 possible pulses.

BEGIN(3) INTEGER (Begin (1)} - cold plate, Begin (2) - hot
plate, Begin (3} - ambient area.)
These numbers must mot be less than the
beginning reselm numbers for the line.
STEP(1) END(1}... Q This i8 an array of ending reselm mumbers
END{3) INTEGER for each 3 possible pulses. These numbers
must net be greater than the ending reselm
number for the line.
STEP (1) PTS 50 Thiz is the maximum number of reselms in
INTEGER any of the three possible pulses. This
number must not be less than 1.
STEP{2) MISS0N 0 This is the mission number that is to be
INTEGER associated with this file, This number
must not be less than 1,
STEP(2) FDATE(1)...FDATE(3) 8] This is the date (in month, day, year, form)
INTEGER that is to be associated with this file.
FDATE(1) must not be less than 0 or greater
than 12.
FDATE(2) must not be less than § or greater
than 31.
FDATE{3) must not be less than 0 or greater
than 99.
STEP(2) COMMNT(1)... BLANKS This is any special comment that is to
COMMNT (8) ALPHANUMERIC be associated with this file. No error

checking is performed on this array.
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OUTPUT
PLOTS
Only two plots are made by this program. The first plot is of the means

of the cold plate, the hot plate, and the ambient area versus the mission number:s

$ = mean of the cold plate
# = mean of the hot plate
8 = mean of the ambient area

The second plot is the standard deviations of the cold plate, the hot pla;g,
and the ambilent area versus the mission pumber. The same plotting characters
as before are used.
After the plots follows a table of all the statistics calculated along with

the dates, the misslon numbers, and the speclal comments:

DATE the date assoclated with this data
MIS5ION the mission # associated with this data
COLD PLATE MEAN the mean level of the cold plate

HOT PLATE MEAN the mean level of the hot plate

LHMRTENT MEAN the mean level of the ambient area

COLD PLATE DEV the standard deviation of the cold plate
HOT PLATE DEV the standard deviation of the hot plate
AMBTENT DEV the standard deviation of the ambient area

DATA CARDS SETUF
1. FILMAX = 4, BEGIN(1) - 10,60,80, END(l) = 50, 70, 90,
PTS = 41%
2. INBIN = 777, UNIT = 4, FILE = 8§, NSA =1, 100, 1, 1, 200, 1 *

3. MISSON

60, FDATE(1) = 10,29,50,
COMMNT = S$MY BIRTHDAYS®

4. FILE

1]
Qo
Ny

NsA = 1, 100, 1, 1, 200, 1 *

5. TFILE

i
o

NSA =1, 100, 1, 1, 200, 1 *
6. MISSON = 62, FDATE(1) = 11, 01, 72,
COMMNT = SWHEN I WAS HIRED $*

7. EILE NSA

[
e
-

[}

1, 100, 1, 1, 200, i#

8. FILE

[}
]

NSA

i, 100, 1, 1, 2060, 1%
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9. MISSON = 61, FDATE(l) = 02, 31, 70,

COMMNT

SABSURDITY#*%2 § #*

10. FILE = 7, NSA = 1, 100, 1, 1, 200, 1 *

11. MODEL SFTINALS *

[
N

MODEL = SRETURNS *

1. This card specifies that the maximum number of files to be processed 1s four,
the beginning reselm # of the cold plate 1s 10, and the ending reselm # is 50.
The beginning reselm # of the hot plate is 60 and the ending reselm # Is 70. The
beginning reselm # of the ambient area 1s 80 and the ending reselm # is 90. A

mazimum of 41 reselms are in any one of the pulses,

2. This 1s the input data required by PROCESS under POINT. Tape 777 will be
mounted on unit 4 and file 8 will be accessed. Every line from 1 to 100 will be

processed and every reselm from 1 to 200 will be used. This starts tha caleculation

of the means by pass 1.

3. These cards specify that mission number 61, the date 16, 29, 50, and the

comment $MY BIRTHDAYS will be associated with this file,

4, This is more fnput data required by PROCESS under POINT. INBIN & UNIT do not
have to be specified since the tape is already mounted. This starts the calculation
of the standard deviations for pass 2.

5. See card 2

6. See card 3

7. See card &

8. See card 2

9. See card 3

10. See card 4

11. This tells POINT to perform STEP(6}. This section of the program is
responsible for plotting and tabulating the previcusly calculated statistics.

The last mission number that will be plotted is mission number 61 since this is
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the mission mumber of the last file processed. Mission number 1 will be the

firat plotted. Mission number 62 will not get plotted but will be included in the
tabulated statistica. As can be seen, fewer files may he proces;ed than originally
declared,and the files may be in any order (being careful of course to have the
largest desired misslon number to be plotted as the last file to be processed}-

12. This tells POTNT to return control to the original program that called POTNT.

ERROR COMMENTS
ERROR 1. FILMAX.L.1.

This indicates that the maximum number of files to be processed is less than
1.

ERROR 2. PTS.L.L.

This indicates that the declared maximuom number of reselmas of any one pulse
is less than 1.

ERROR 3. PTS$.L. PULSE WDTH.L.1.

This indicates that the width of one of the pulses is either less than 1 or
greater than the declared maximum number of reselms (PTS).
ERRCR 4. INSUFFICIENT STORAGE.

Since the program uses dynamic storage allocationm for its incore data bases,
the possibility exists that someone will try to process more data than can physically
fit into the machine. The main in-core data base requires!

FILMAX*18 + PTS*3 4+ 9 + FILMAX locations when FILMAX is greater than
or equal to 6. Tt requires FILMAX*184PTS*3+15 locations when FILMAX is less than 6.
(See the section on storage requirements,)

ERROR5. MISSON .L.0O.

This indicates that the mission number to.be associated with the file is less

than 0.
ERROR6. INVALID MONTH.

This indicates that FDATE(1) is either less than 0 or greater 12.
ERROR7. INVALID DAY,

This indicates that FDATE(2) is either less than O or greater than 31.
ERRORB. INVALID YEAR.

This indicates that FDATE(3} is elther less than 0 or greater than 99.
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ERROR9. BEGIN(X).L. NA.

This indicates that the beginning reselm number of pulse "X 1s less than
the beginning reselm number for the lines of the file.
ERROR10. END{X).G.NB.

This indicates that the cnding resalm number of pulae "X" Ia greater than
the ending reselm number for the lines of the file.
ERROR11. MORE FILES THAN FILMAX.

This indicates that the program attempted to process more files than

originally declared with FILMAX.

SUBROUTINES NEEDED
The following is a list of external subroutines needed for the correct
opetation of this program:
ASSIGN - this routine performs all the dynamic allocations
necessary in the A core box.
ERRCR. System error processing routine
LINK. this routine provides POINT with a connection to THERML.'s

point-processing routine PTPROC. (Part of POINT.)

PLOT1. All four of these routines are used in setting up and
ggg%é:\ printing the point plets of the thermal statistics

g - calculated.

POINT. this is the program that repetitively calls THERML. with

different levels to progressively process the data (see
POINT. writeup).

PROCESS. This routine, called hy POINT., handles all 1/0
with data tapes (in ERIM format).

SQRT. This routine calculates square raots.

ZERO. this routine inserts either a binary or floating point
zerao in all of the requested wariables or arrays.

In addition to these external functions, a define package must also be included.
This packapge inserts 3 new operators into the MAD compiler and defines what

machine instructlions they each represent. These three cperators are .LI., .SI.,
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and .LIF. and are called the indirection operators. They are used in this program

in conjunction with the dynamic storage allocationm routines feor acceasing
dynamically allocated armays without using the usual subscription routines provided
by the MAD compiler. Instead, they use the two internal functioms 532, and 38Z.

defined in the program for all subscripting.

832. is used for accessing a 2-dimensional array with maximum dimensions
of (FILMAX, 3),
S82. is used for accessing a 2-dimengional array with maximum dimensions

of (FILMAX, 8),

STORAGE REQUIREMENTS
This program requires 1959 decimal locatioms of core before any dynamic storage
allocation takes place. The equation for determining how wuch storage will be
allocated with any given set of iInput carde iz as follows:
FILMAX* 19 + PTS * 3 + 9 when FILMAX > 6

FILMAX* 18 + PTS # 3 + 15 when FILMAX < &
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MAC (09 AUG 1965 VERSION)} PRCGRAF LISTING see wse eos

[XTERNAL FUNCTICK THERFL.(X,Y)
PLFERENCES CA

% CLFINE DACKAGE FCR LCAC INCIRECT(«Lleral IFa) AN
STORE INDTRECT(.S51.). THE VARIABLES BEING_KEFERENCEL N

" ¥LST BE IN THE A CCRE BCX. IF THE ACCRESS BEING REFERENCEL
IS IN THP B CORE BLX, THE VARIABLE COCNTAINING THE ACDRESS
MUST HAVE A NMQDE CF 5.

CDFFINE_LNARY_CPERATCR oL1., PRCCECENCE SAME AS JABS,

MCLE STRULCTLRE 1 = JLI. 1

) Jrp %45 MGy R+ L . )
JMP H+H MO %+1
Jdvp R+ T LAR+l . e
CLA% B

LU AL
STC T
Jvp %-3 _ e I
ere 1
Jrp -5 o .
SLh T

AP & _
T ENL

#{'NE STRULCTURE O = oL]. Oy SANE SECUENCE AS JLT1. 1
LEFINE LNARY CPERATCR JLIF., PRECELENCE SANE AS .ABS.
NLDE STRLCTLRE 1 = LIF. Oy SAME SECUENCE AS .LI. 1
MOCE STRLCTLRE € = JLIF. 1, SAME SECUENCE AS .Ll. 1
NEFINE CINARY OPERATCR .Sl., PRECECENCE SANE AS =

TwChE STRLCTURE L = 1 .S1. 1

JMP TalaitTeda _ o o - N
JVP 48, AC g %+]
JFP BEG MG, ¥e] _
JEP £H1C,LA,%43
L TS YA Y |
o JEP 412, LA%41
(La B N e
I A
LT 1 _
sTu* A
L 22
BTLE A
¥P b
St p A T T T T
J¥P LT
STL 1 - - T
JMF #=1(
T ofLw T T
Jvp ¥#=12
CnC

h

MCCE STRUCTURE € = C .Sl. Oy SAME SEGUENCE AS 1 .SI. 1
MUCE STRUCTURE 1 = 1 .SI. O, SAME SECUENCE AS 1 S1. 1
MOCE STRLCILRE € = € .Sl. 1, SAME SEQUENGE AS 1 .S5I. 1

Ill

NORMAL MUGE IS TRIEGER

FLCATING PCINT FCT(4) ,SERT,, XeY+F14F2, FDATUN -
GEVENSICN BEGINI3)LEND (31 PARAMS(E ) ASCALE(4),PTL3),8C0(3),
B! ERR(4€3),FCATELS) ,CUNKATLE)

ECLIVALERCE (FBATUMGDATUN(L)) 4 (MEAN,PARANST3Y) 5
1 _ILEV.PARAKSU(4)) , (FNT,PARAFSI(51) ,

Z (DATE s PARAMS ()Y » (CNMANT S PARAPSITI N,

E] [TAG,PARANMS(B) ' R o

VECTCR VALLES BCDI(LY = $%%3% , %% , 8% =~ =~
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STeP

STERP(2)

ERIM

-i
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)

VLCCTCR
VECTIIR
VECTUR
VECTLR
VECTCR
VEC TR
VECTUR
VEC TUR
VECTCR

VEC TUR
VEC TOR
VEC TR
STATEV
_ERASAB

(Sl VO

o

[N TERNAL
INTERWAL

WECNEY
T”ﬂhSF
TLINKL
L L

FILVAX
TS
ZERU. L

WHENEV
TR
I
T
EML GF
TEHLLG

ik
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